
 1

 
From the Maxwell’s equations to the String Theory: new possible mathematical 

connections 
 
 

                                        Michele Nardelli1,2, Rosario Turco  
 
 
 

                                                                           1Dipartimento di Scienze della Terra 
                    Università degli Studi di Napoli Federico II, Largo S. Marcellino, 10 
                                                                 80138 Napoli, Italy 
 
                                       2Dipartimento di Matematica ed Applicazioni “R. Caccioppoli” 
     Università degli Studi di Napoli “Federico II” – Polo delle Scienze e delle Tecnologie 
                           Monte S. Angelo, Via Cintia (Fuorigrotta), 80126 Napoli, Italy 

 
 

 
 
 
                                                                    Abstract 
 
 
In this paper in the Section 1, we describe the possible mathematics concerning the unification 
between the Maxwell's equations and the gravitational equations. In this Section we have described 
also some equations concerning the gravitomagnetic and gravitoelectric fields. In the Section 2, we 
have described the mathematics concerning the Maxwell's equations in higher dimension (thence 
Kaluza-Klein compactification and relative connections with string theory and Palumbo-Nardelli 
model). In the Section 3, we have described some equations concerning the noncommutativity in 
String Theory, principally the Dirac-Born-Infeld action, noncommutative open string actions, 
Chern-Simons couplings on the brane, D-brane actions and the connections with the Maxwell 
electrodynamics, Maxwell's equations, B-field and gauge fields. In the Section 4, we have described 
some equations concerning the noncommutative quantum mechanics regarding the particle in a 
constant field and the noncommutative classical dynamics related to quadratic Lagrangians 
(Hamiltonians) connected with some equations concerning the Section 3. In conclusion, in the 
Section 5, we have described the possible mathematical connections between various equations 
concerning the arguments above mentioned, some links with some aspects of Number Theory 
(Ramanujan modular equations connected with the phisycal vibrations of the superstrings,  various 
relationships and links concerning π, φ  thence the Aurea ratio), the zeta strings and the Palumbo-
Nardelli model that link bosonic and fermionic strings. 
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Introduction 
 

 

 

         James Clerk Maxwell 

 

In the second part the authors examine, with the method of the conceptual experiments and the 

"umbral calculus", a "symmetrization" of these equations and we have the question of the 

correctness of the approach and the existence of phenomena that should be linked then this fact. 

All this is done without introducing the Minkowski space and the equations of Einstein-Maxwell, 

but keeping for simplicity only on Maxwell's equations. 

 

Another basic question that accompanies the whole paper is the possibility or not to create anti-

gravity and propulsion systems, in this regard we have mentioned the EHT theory, a theory to 

unify relativity and quantum mechanics, that is multi-dimensional (8 dimensions) and that can be 

related with M-theory and superstring theory.  

 
 

 

 

 

 

 

 

 

 
 

 

Maxwell's Equations are an important connection between 

mathematics and physics, an instrument without which we would 

not have reached the present state of knowledge such as relativity, 

quantum mechanics and string theory. 

 

These equations are of extraordinary importance, especially from a 

physical point of view, as well as mathematics. 

The authors, in this paper, show how to treat them from a 

mathematical point of view with techniques of vector calculus.  
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1. On the possibile mathematics concerning the unif ication between the  
Maxwell’s equations and the gravitational equations . 

 

Maxwell's equations 

 
Maxwell's equations are: 
 

Law Equation 
Gauss's law of electric field 

0ε
ρ=•∇ E

r
   (1) 

Gauss's law of magnetic field 0=•∇ B
r

   (2) 
Faraday’s law on the electric field 

t

B
E

∂
∂−=×∇
r

r
   (3) 

Ampere’s law on the  magnetic field  

t

E
JB

∂
∂+=×∇
r

rr

000 εµµ   (4) 

 
where: 
∇    it’s is the mathematical symbol "nabla" (gradient)  

•∇  it’s the mathematical symbol for the divergence 
∇×   it’s is the mathematical symbol of the rotor  
 
Then: 

E
r

 the electric field 

B
r

 the magnetic induction  

H
r

 the magnetic field  

J
r

 the current density 

0ε
 the dielectric constant of vacuum 8,854188 x 10-12 F/m 

0µ
 the magnetic permeability of vacuum 4π x 10-7 H/m 

co the speed of light 3 x 108 m/s 
 
Some useful rule for the follow:  

• The divergence of a rotor is always zero or ( ) 0=×∇•∇ C
r

 

• The rotor of a gradient is always zero or ( ) 0C∇× ∇ =  

• The divergence of a gradient  is the Laplacian or ( ) CC 2∇=∇•∇  

• The rotor of a rotor instead is ( ) ( ) CCC
rrr

2∇−•∇∇=×∇×∇  
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Maxwell's equations in vacuum 

We start from equation (4). We divide both sides by 0µ
and bearing in mind that:  

0 02
0

1

c
µ ε=

 

 where 0c  is the speed of light, we obtain: 

t

EJ
Bc

∂
∂+=×∇
rr

r

0

2
0 ε

  (4’) 

Recall that the Lorentz’s force is given by: 

 

( )BvEqF
rrrr

×+=   (5) 

 

The equations, including (4 ') and (5), are the equations in a local form and permit the calculation 

of electromagnetic fields in vacuum from known values of charge density ρ and current density J. 

 

Maxwell's equations in materials 

 

If we are inside of the materials then the electromagnetic waves must take account of other 

physical phenomena due to the electric induction D, the polarization P, the magnetic induction M 

such that: 

PED
rrr

+= 0ε  

( )MHB
rrr

+= 0µ  

 

P and M are the mean value of electric and magnetic dipole per unit volume. 

 

If we consider the medium as linear and isotropic material, the equations are simplified in: 

 

ED r

rr
εε 0=  

                     HB r

rr
µµ0=               (6) 

rµµµ 0=  

rεεε 0=  

                                                 

Thence, we obtain: 

 

Law Equation 

Gauss's law of electric field ρ=•∇ D
r

                         (1’) 

Gauss's law of magnetic field 0=•∇ B
r

                             (2) 

Faraday’s law on the electric field 

t

B
E

∂
∂−=×∇
r

r
                   (3) 

Ampere’s law on the  magnetic field  

t

D
JH

∂
∂+=×∇
r

rr
              (4’’) 

 

where  
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rµ  is the relative magnetic permeability 

 

The eq. (3) can lead to something more interesting through (6) and the precedent  rules : 
 

t

B
E

∂
∂−=×∇
r

r
 

  ( ) ( )
2

2

0 t

E

t

E
J

tt

D
J

t
H

t
E r ∂

∂−=









∂
∂+

∂
∂−=










∂
∂+

∂
∂−=×∇

∂
∂−=×∇×∇

rr
r

r
rrr

µεεµµµµ  

 

thence, we obtain: 

                                                 
2

2
2

t

E
E

∂
∂−=∇

r
r

µε           (7) 

In the vacuum ρ=0, J=0   and  
2

1

v
=µε   with v  that is the speed of light , then we obtain that: 

( ) ( )
2

2

2
2 1

t

E

v
EEE

∂
∂=×∇×∇−•∇∇=∇

r
rrr

   (8) 

 
which is the D'Alembert wave equation in vacuum (v = c0). For the vector B we can use a similar 

procedure. 

 
Vector potential and scalar potential 
If in (2) the divergence is zero using the fact that the divergence of a rotor always gives a null 

result, then there exists a vector potential A, such that: 
 

 AB
rr

×∇=  

                     0=•∇ B
r

               (9) 
           

From (3) thence, we have that: 

 

                                                     A
t

E
rr

×∇
∂
∂−=×∇   

                                                     0=×∇
∂
∂+×∇ A
t

E
rr

 

                                                     0=








∂
∂+×∇ A
t

E
rr

 

                                                             

 

With the last expression, using the rule that the rotor of a gradient is always zero, then, 

introducing a scalar potential φ  is: 

φ−∇=
∂
∂+ A
t

E
rr

 

thence, we have that: 

                                    








∂
∂+∇−= A
t

E
rr

φ        (10) 
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Utilizing the eqs. (9),(10) we can rewrite the equations (1),(4) as follows: 

 

0

2

ε
ρφφ =









∂
∂+∇−=









∂
∂+∇•−∇=•∇ A

t
A

t
E

rrr
   

It’s equivalent to: 

                              
0

2

ε
ρφ −=

∂
∂+∇ A
t

r
     (11) 

From (4), instead, is: 










∂
∂+∇

∂
∂−=×∇×∇ A

ttc
JA

rrr
φµ

2
0

0

1
    

( ) 








∂
∂+∇

∂
∂−=×∇×∇ A

tt

J
Ac

r
r

r
φ

ε 0

2
0    

                 ( )
0

2

2
2
0

22
0 ε

φ J

t

A

t
AcAc

rr
rr

=
∂
∂+∇

∂
∂+•∇∇+∇−        (12) 

 

Gauge transformations 

Let's see what happens if on the vector potential A and scalar potential φ  are made changes like: 

A A

t

ψ
ψφ φ

→ + ∇
∂→ −
∂

ur ur

    

Considering that the divergence of a rotor is null and that the rotor of a gradient is zero, then the 

equations of vectors B and E do not change (see (9) and (10)). So we speak of gauge invariance. 

 

We can use gauge invariance and choose the vector A as appropriate, for example: 

 

tc
A

∂
∂−=•∇ φ

2
0

1r
   

Now with (1) and (10) we obtain that: 

 

 

                                               








∂
∂+∇−= A
t

E
rr

φ  

                       
ε
ρφφφφ =

∂
∂+−∇=∇

∂
∂−−∇=









∂
∂+∇•−∇=•∇ 2

2

2
0

22 1
tc

A
t

A
t

E
rrr

 

 

          
so 

2
2

2 2
0

1

c t

φ ρφ
ε

∂∇ − = −
∂

   (13) 

If we substitute in (12) we obtain: 
2

2
02

A
A J

t
µ∂∇ − = −

∂

ur
ur ur

  (14) 
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Now (13) and (14) constitute a system of 4 equations or a four-vector that describes the waves 

advancing in space-time with speed c0. In fact in (14) the vectors A and J can be decomposed into 

the components in the direction x, y, z. 

 

In fact, you solve the Maxwell equations by introducing a vector potential and a scalar potential, 

then gauge invariance is exploited by reducing everything to a system of differential equations in 

four scalar functions as follows: 

 

                                                       

2
2

2 2
0

2
2

02

2
2

02

2
2

02

1

x
x x

y
y y

z
z z

c t

A
A J

t

A
A J

t

A
A J

t

φ ρφ
ε

µ

µ

µ

∂∇ − = −
∂

∂∇ − = −
∂

∂
∇ − = −

∂
∂∇ − = −
∂

 

 

These equations put in evidence that the behavior of electromagnetic waves and of light were 

aspects of the same phenomenon. So far the classical theory. 

 

 

With regard the problem of symmetrization of the equations. 

 

Following Heim and Hauser (see [1]), we start our simplistic flight of fancy, a little as Maxwell, 

who discovered from a mathematical point of view that missing something to the Ampere's law 

and introduced the temporal variation of electric induction D. 

 

The aim is to see if we can obtain the symmetrization of equations, adding the terms used and 

that in practice are negligible, and introduce a formulation of linearized gravity, without 

necessarily introducing the Minkowski space and the equations of Einstein-Maxwell, but starting 

simply by classical equations of Maxwell. 

 

If we look at (1 ') (2) (3) (4''), described below for convenience, we note that, in "a sense", these are 

two by two similar, but between (1') and (2) there is an obvious "symmetry breaking", this at least 

from a formal mathematical point of view: 

 

ρ=•∇ D
r

    (1’) 

0=•∇ B
r

  (2) 

B
E

t

∂∇× = −
∂

ur
ur

  (3) 

D
H J

t

∂∇× = +
∂

ur
uur ur

 (4’’) 

 
In (2), for example, there isn’t a "density of magnetic charge" ρm as in (1 '), while in (3) compared 

to (4'') there isn’t a corresponding "density of magnetic current" Jm. 
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Furthermore between (3) and (4'') are opposite also the signs of the partial derivatives. 

 

In the reality should be borne in mind that a magnetic charge is non-existent, but in a fantasy of 

symmetrization, especially for a conceptual experiment and "umbral calculus", leads us to say 

that the equations (2) and (3), which are true compared with experiments, are such because the 

boundary conditions involving the negligible or null terms as "density of magnetic charge" and 

"density of magnetic current". 

 

We start writing a first form of equations of symmetrization: 

 

ρ=•∇ D
r

       (1’) 

mB ρ=•∇
r

      (2a) 

m

B
E J

t

∂∇× = −
∂

ur
ur uur

           (3a) 

D
H J

t

∂∇× = +
∂

ur
uur ur

            (4’’) 

 

where in the (2a) (3a) we have introduced the density missing. 

 

Can we add the gravity strength to the Maxwell's equations? 

 

We begin another flight of fancy: it is possible to envisage the introduction of gravity in these 

equations? Or at least an effect of fields that interacts with it? 

 

We know that there exist an analogy between the Coulomb's law and the Gravity’s law; the 

Coulomb's law expresses the interaction between two electric charges q1 and q2: 

 

1 2
2

0

1

4

q q
F

rπε
⋅=  

 

The strength of gravity expresses the interaction between two masses m1 and m2: 
 

1 2
2

m m
F G

r

⋅=  

where G = 6,670 x 10-11 Nm2Kg-2  
 
In correspondence of the Coulomb’s strength we have an electric field expressible by: 

 

2
0

1

4

q
E

rπε
=  

 

The gravitational field can be expressed with: 
 

2g

m
X G

r
=   (15) 
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Can we create an electric field equivalent to a gravitational field? If we equate the two fields we 

see that we must introduce a "charge equivalent to the mass": 

 

0
0

1
4

4 eqq G m q G mπε
πε

= ⋅ → = ⋅    

so: 

 

04
eq g

g

q k m

k Gπε
=

=
   (16) 

 

g= 6.67422 x 10-11 m³/s² kg 

 

We would also include a charge density equivalent to the mass ρem through a mass density per 

unit volume ρmv: 

 

         em g mvkρ ρ=    (17) 

 

Furthermore, if we want to write, with regard the gravity, something of equivalent to (1 ') we must 

to consider a parameter η0 = ε0 such that: 

 

0 4
gk

G
η

π
=      (18) 

 

The (15), then, could be written as follows: 

 

2
0

1

4
eq

g

q
X

rπη
=    (19) 

 

At this point for the gravity you need to locate an equivalent of 0D Eε=
ur ur

(for linear and isotopic 

materials), that is  0 gR Xη=
ur uuur

; thence the equivalent of (1') for the gravity would be: 

 

emmvgkR ρρ ==•∇
r

     (20) 

while: 

      0X∇× =
uur

                  (21)  
 
The (21) is a result of the fact that the gravitational field should be irrotational or conservative, 

but we will see that we have to work again on this up and perhaps discover news unexpected. 
 
Physical correctness of the idea. 

 

Is it correct from the physical point of view, what we have obtained from a formal point of view? 

In practice, because of the similarity of the fields, it was said that you could get an electric field 

equivalent to gravity (at least in terms of strength). 
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What are the differences? In the Coulomb strength we can have both positive and negative 

electric charges and strengths of attraction if the charges are of a different sign, repulsive if the 

charges are of equal sign, while in the gravitational strength we have only positive mass and the 

gravitational strength is only attractive. 

 

However, isn’t the direction of the force, which reduces or invalidates the idea, the direction must 

be different, but it is certainly true that "a flow of charges is also a flow of masses", so there are 

electric currents and current of masses, the current of masses are in this case both sources of 

gravity field and of electric and magnetic field. So the only valid physical sense here is that we are 

introducing fields equivalent to gravitational fields, or gravito-electric and gravito-magnetic fields. 

 

 

We try to unify the equations [1b] 

 

Now suppose that we could put together all the equations are those of Maxwell, or to obtain an 

unification of electromagnetic and gravitational equations ensuring the symmetrization and the 

signs. How to proceed with a hypothetical unification of equations? 

 

It involves: 

  

• to introduce the terms of connection:  

� the “current density of mass displacement”, represented by the partial derivative in 

time of R; 

� the “current density mass” Jk; 

• to introduce a constant γ0 for the dimensional consistency of the physical dimensions  
• maintain a symmetry of the equations and signs (X should have a formal appearance as 

similar to E ¸ E and H must have, with opposite signs, contributions of link because the 

behaviour in the classical Maxwell's equations) 

 

We get a unified system of six equations: 

 

ρ=•∇ D
r

         (1’) 

mB ρ=•∇
r

        (2a) 

emmvgkR ρρ ==•∇
r

      (2b) 

0( ) ( )g m g

B D
X k J k J

t t
γ∂ ∂∇× = + − +

∂ ∂

ur ur
uur uur ur

           (2c) 

0( )k m

R B
E J J

t t
γ ∂ ∂∇× = + − −

∂ ∂

ur ur
ur uur uuuur

           (3a) 

k

D R
H J J

t t

∂ ∂∇× = + − −
∂ ∂

ur ur
uur ur uur

              (4’’’) 

 

0
0

0 0 0

1

4 4c c

µγ
πε π

= =  
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The verification of laws [1b] 

 

After the formal-mathematical symmetrization and unification we must verify that the equations 

do not violate the laws of conservation of charge and irrotational fields. The previous equations, 

in the absence of currents of mass and time-varying gravity field, will be such that Jk=0  and   
R

t

∂
∂

ur

= 

0;  the variations are due to movement of mass. An electric current is either a flow of charge but 

also of mass. 
 
Conservation of total charge 
 
Take the (4'' ') and calculate the divergence of a rotor (that is null). We obtain that: 

 

( ) 0=•∇
∂
∂−•∇−•∇

∂
∂+•∇=









∂
∂−−

∂
∂+•∇=×∇•∇ R

t
JD

t
J

t

R
J

t

D
JH kk

rrrr
r

r
r

rr
   

 

From (1’) (2b), we have that: 

0=
∂

∂−•∇−
∂
∂+•∇

t
J

t
J em

k

ρρ rr
   

 
If we pass to the integral of surface, obtain the law of conservation of charge: 

 

em
k

Q Q
I I

t t

∂ ∂− − = −
∂ ∂

   (22) 

 

It 's clear that in cases where Jk=0 and 
R

t

∂
∂

ur

= 0 we get the actual law of conservation of charge  

Q
I

t

∂= −
∂

  that we obtain from (4’’), and that represents an equation of continuity. 

In the event that we wanted to consider all the terms of (22) we observe that the flow of electrons 

is made up of electronic mass m = 9,1091 x 10-31 Kg, while the constant 4πε0G   is   1,8544 x 10-21 

Kg-3 m-1s2C2N  for which the mass flow of electrons is of the order of 10-51. If we assume the 

presence only of the magnetostatic field, therefore only no time-varying magnetic field and in the 

absence of electric charges, then only Jk is different from zero and em
k

Q
I

t

∂= −
∂

; but also here it is 

negligible, because taking 4πε0G, a mass of 1 kg per second causes a current 6.18 x 10-21 A. 

 

Apparent irrotational electric field? 

 

In particular, the (3a) would seem to violate the irrotational electric field, saying that one has an 

electric field perpendicular to the mass movement and arranged in a circle around the mass. In 

fact the irrotational electric field in a magnetostatic field is valid, this is because that the mass 

flow is significant is need to achieve enormous amounts like 1012 tons. 

 

 

New phenomenon? 
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The (2c) says that in the presence of non static electric and magnetic fields, then the gravitational 

field is not irrotational, taking into account that there is no a magnetic current density (Jm = 0). In 

fact from what has so far suggest to us the formulas and calculations, the mass flows very little 

influence on electromagnetic fields, but it is certainly possible otherwise. An idea, therefore, is to 

exploit the (2c) to create the opposite strengths to the gravitation, or to obtain an 

electromagnetic levitation (not just the antigravity! But we are very close like effect). 

 

1.1  On some equations concerning the Gravitoelectric and Gravitomagnetic fields [1] 

 

Considering the Einstein-Maxwell formulation of linearized gravity, a remarkable similarity to the 

mathematical form of the electromagnetic Maxwell equations can be found. In analogy to 

electromagnetism there exist a gravitational scalar and vector potential, denoted by gΦ  and gA , 

respectively. Introducing the gravitoelectric and gravitomagnetic fields 

 

                                                             ge Φ−∇=   and   gAb ×∇=     (23) 

 

the gravitational Maxwell equations can be written in the following form: 

 

                                 ρπGe 4−=⋅∇ ,     0=⋅∇ b ,     0=×∇ e ,     j
c

G
b 2

16π−=×∇     (24) 

 

where  vj ρ=   is the mass flux and G  is the gravitational constant. The field e describes the 

gravitational field form a stationary mass distribution, whereas b  describes an extra gravitational 

field produced by moving masses. 

At critical temperature cT  some materials become superconductors that is, their resistance goes 

to 0. Superconductors have an energy gap of some  cg kTE 5.3≈  . This energy gap separates 

superconducting electrons below from normal electrons above the gap. At temperatures below 

cT , electrons (that are fermions) are coupled in pairs, called Cooper pairs, which are bosons.  

We note that, in this case, there is the application of the relationship of Palumbo-Nardelli model, 

i.e. 

 

                         
( ) ( )∫ =




 ∂∂−−−− φφφ
π νµ

µν
ρσµν

νσµρ gfGGTrgg
G

R
gxd

2

1

8

1

16
26  

                        ( ) ( )∫ ∫
∞

Φ−








−−Φ∂Φ∂+−=

0

2

22
10

2
10

2

3
22/110

2
10

~
2

1
4

2

1
FTr

g
HReGxd ν

µ
µ

κ
κ

,    (25) 

 
a general relationship that links bosonic and fermionic strings acting in all natural systems. 

A rotating superconductor generates a magnetic induction field, the so called London moment 

                                                                               ω
e

m
B e2−=     (26) 

 

where ω  is the angular velocity of the rotating ring and e denotes elementary charge. It should 

be noted that the magnetic field in Tajmar’s experiment [1] is produced by the rotation of the 

ring, and not by a current of Cooper pairs that are moving within the ring. 

Tajmar and his colleagues simply postulate an equivalence between the generated B  field, eq. 

(26) with a gravitational field by proposing a so called gravitomagnetic London effect.  
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Let R  denote the radius of the rotating ring, then eq. (26) puts a limit on the maximal allowable 

magnetic induction, maxB , which is given by 

 

                                                                        22
2
max 14

R

Tk

e

m
B CBe= .    (27) 

 

If the magnetic induction exceeds this value, the kinetic energy of the Cooper pairs exceeds the 

maximum energy gap, and the Cooper pairs are destroyed. The rotating ring is no longer a 

superconductor. Moreover, the magnetic induction must not exceed the critical value ( )TBc , 

which is the maximal magnetic induction that can be sustained at temperature T , and is 

dependent on the material. In this possible scenario, the magnetic induction field B  is equivalent 

to a gravitophoton (gravitational) field gpb . Therefore, the following relation holds, provided that 

B  is smaller than maxB  

 

                                                                               B
B

B
bgp

max

∝ .    (28) 

 

As soon as B  exceeds maxB  the gravitophoton field vanishes. Can be derived the following 

general relationship between a magnetic and the neutral gravitophoton field, gpb : 

               

                                                         ( )( ) B
B

B

m

e

kak
b

e
gp

max

1
11

1







 −
−−

=     (29) 

 

where 24/1=k   and 8/1=a . The dimension of gpb  is 1−s . Inserting eq. (26) into eq. (29), using 

eq. (28), and differentiating with respect to time, results in 

 

                                                      ( )( ) t

B

B

B

m

e

kakt

b

e

gp

∂
∂








 −
−−

=
∂

∂

max

2
1

11

1
.    (30) 

 

Integrating over an arbitrary area A  yields 

 

                                                                       ∫ ∫ ⋅=⋅
∂

∂
dsgdA

t

b
gp

gp
    (31) 

 

where it was assumed that the gravitophoton field, since it is a gravitational field, can be 

separated according to eqs. (23), (24). Combining eqs. (30) and (31) gives the following 

relationship 

 

                                      ∫∫ ⋅
∂
∂



















−









⋅
−







 −
=⋅ dA

t

B

B

B

m

e
dsg

e
gp

max

2
1

824

1
1

24

1
1

1
.    (32) 

 

From eq. (26) one obtains 
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                                                                              ω&
e

m

t

B e2−=
∂
∂

.    (33) 

 

Next, we apply eqs. (32) and (33) calculating the gravitophoton acceleration for the in-ring 

accelerometer. It is assumed that the accelerometer is located at distance r  from the origin of 

the coordinate system. From eq. (26) it can be directly seen that the magnetic induction has a z -

component only. From eq. (32) it is obvious that the gravitophoton acceleration is in the r -θ  

plane. Because of symmetry reasons the gravitophoton acceleration is independent on the 

azimuthal angle θ , and thus only has a component in the circumferential (tangential) direction, 

denoted by θê . Since the gravitophoton acceleration is constant along a circle with radius r , 

integration is over the area  zerA ˆ2π= . Inserting eq. (33) into eq. (32), and carrying out the 

integration the following expression for the gravitophoton acceleration is obtained 

 

                                                                        r
B

B
ggp ω&

max10

1−=     (34) 

 

where the minus sign indicates an acceleration opposite to the original one and it was assumed 

that the B  fields is homogeneous over the integration area. 

The ratio of the magnetic fields was calculated from the following formula, obtained by dividing 

eq. (26) by the square root of eq. (27) 

 

                                                                      R
Tk

m

B

B

CB

e ω







=

7
1

max

.    (35) 

 

Inserting an estimated average value of 175=ω rad/s, 31109 −×=em kg, 231038.1 −×=Bk J/K, 

4.9=CT K, and 2102.7 −×=R m, this ratio is calculated as  41097.3 −× . 

 

 

2. On the mathematics concerning the Maxwell’s equations in higher dimensions [2] 

 

 

In (3+1)-D, the field strength tensor F can be represented as an anti-symmetric 44×  matrix:  

 

 

                                                      F = 





















−−−
−−

−

0

0

0

0

231303

231202

131201

030201

FFF

FFF

FFF

FFF

.    (36) 

 

We define the controvariant spacetime position vector as { } { }3210 ,,, xxxctxx ≡≡µ , where the 

lowercase Greek letters represent spacetime indices { } { }3,2,1,0, =νµ . We choose the metric 

tensor g = diag { }1,1,1,1−  to have positive spatial components such that the raising and lowering of 

indices only changes the sign of the temporal components. The components of the field strength 
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tensor { }µνF  are related to the components of the spacetime potential 

{ } { }3210 ,,,/ AAAcVAA ≡=µ  via 

 

                                                                       µννµµν AAF ∂−∂= .    (37) 

 

The field strength tensor F is naturally divided into temporal and spatial components. The three 

independent temporal components are associated with the vector electric field 

 

                                                                  000/' AAFcE iii ∂−∂=≡     (38) 

 

while the three spatial components naturally form a 33×  second rank anti-symmetric tensor 

magnetic field 

 

                                                                    ijjiijij AAFB ∂−∂=≡ .    (39) 

 

Maxwell’s inhomogeneous equations, in vacuum, are expressed concisely in terms of the field 

strength tensor: 

 

                                                                             µµν
ν µ JF 0=∂     (40) 

 

where the spacetime current density has components { }3210 ,,, JJJcJJ ρµ ≡=  .  

In (3+1)-D, ρ  is the volume charge density and 332211 ˆˆˆ xJxJxJJ ++=
r

 represents the distribution 

of the current over a cross-sectional area. Maxwell’s homogeneous equations follow from the 

relationship between the fields and the spacetime potential (eqs. 38-39). In terms of the vector 

electric field E and tensor magnetic field B, Maxwell’s equations in differential form are: 

 

                                                        
0ε

ρ=∂ ii E ,           ijijji BcEE 0∂−=∂−∂ , 

                                                       0=∂ jkiijk Bε ,        j
j

iji J
c

E
B 0

0 µ+
∂

=∂− .        (41) 

 

We do not distinguish between covariant and controvariant spatial indices { } { }3,2,1,, ∈kji   since 

only raising or lowering of temporal components involves a sign change. With the line element ds 

expressed as an anti-symmetric second-rank tensor and the differential area Ad
r

 expressed as a 

vector via the following equation 

 

                                                                   kijkij CC ε= ,        ijijkk CC ε
!2

1= , 

 

the integral form of Maxwell’s equations are: 

  

                                           ∫ ∫=
S V

ii

enc

dVdAE ρ
ε0

1
,        ∫ ∫∂−=

C S

kijijkjkiijk

enc

dABcdsE 0εε , 

                                    ∫ =
S

kijijk dAB 0ε ,                ∫ ∫ 






 ∂+=
C S

i
i

iijij

enc

dA
c

E
JdsB 0

0!2 µ .        (42) 
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When generalizing eq. (42) to (N+1)-D, the higher-dimensional analog of the differential line 

element ds will have 2−N  spatial dimensions and the higher-dimensional analog of the 

differential area Ad
r

 will have 1−N  spatial dimensions. It is also useful to work with an anti-

symmetric second-rank tensor G that is dual to F: 

 

                                                                       ρσ
µνρσµν ε FG

!2
1= .    (43) 

 

Maxwell’s homogeneous equations are obtained from the dual tensor G via 

 

                                                                              0=∂ µν
ν G .    (44) 

 

Alternatively, Maxwell’s homogeneous equations may be extracted from 

 

                                                                          0=λµν
λµνρε T ,    (45) 

 

where the anti-symmetric third-rank tensor T is defined as 

 

                                                                           µνλλµν FT ∂≡ .    (46) 

 

The most straightforward generalization of Maxwell’s equations to (4+1)-D begins by extending 

eq. (38) to  

 

                                                                         Φ
+

ΦΓ
Γ =∂ JF 14µ     (47) 

 

where the uppercase Greek letters { } { }4,3,2,1,0, ∈ΓΦ  represent (4+1)-D spacetime indices and the 

(4+1)-D permittivity and permeability of free space 14+ε  and 14+µ , respectively, have different 

dimensions than their (3+1)-D counterparts 0ε  and 0µ .  

The 55×  (4+1)-D field strength tensor F has 10 independent components, which naturally divides 

into a 4-component vector electric field 

 

                                                               000/ AAFcE IIII ∂−∂==     (48) 

 

and a 44×  anti-symmetric second rank tensor magnetic field 

 

                                                              IJJIIJIJ AAFB ∂−∂==     (49) 

 

with 6 independent components. In terms of the vector electric field E
r

 and tensor magnetic field 

B, Maxwell’s equations in (4+1)-D in differential form become 

 

                                                   
14+

=∂
ε
ρ

II E ,        IJIJJI BcEE 0∂−=∂−∂ ,  

                                                 0=∂ JKIIJKL Bε ,     J
J

IJI J
c

E
B 14

0
++∂=∂− µ .        (50) 
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Gauss’s law in magnetism, which states that the net magnetic flux is always zero as a 

consequence that magnetic monopoles have not been observed, can alternatively be expressed in 

differential form as: 

 

                                                               0=∂+∂+∂ IJKKIJJKI BBB .    (51) 

 

Alternatively, the differential volume may also be expressed as a vector Vd
r

 via the following 

equation 

 

                                                             LIJKLIJK CC ε= ,        IJKIJKLL CC ε
!3

1= . 

 

With the fields and differential elements expressed in terms of appropriate vectors and tensors, 

(4+1)-D Maxwell’s equations can be expressed in integral form as: 

 

                                 ∫ ∫
+

=
V W

II

enc

dWdVE ρ
ε 14

1
,        ∫ ∫∂−=

S V

KIJIJKLJKIIJKL

enc

dVBcdAE 0εε , 

                              ∫ =
V

KIJIJKL dVB 0ε ,         ∫ ∫ 






 ∂+= +
S V

I
I

IIJIJ

enc

dV
c

E
JdAB 0

14!2 µ .        (52) 

 

While electric flux remains a scalar, magnetic flux has four components in (4+1)-D: 

 

                                                  ∫=Φ
V

II
e dVE ,        ∫=Φ

V

KIJIJKL
m
L dVBε .    (53) 

 

In (4+1)-D, the continuity equation reads 

 

                                                                        ρ0∂−=∂ cJII .    (54) 

 

In (4+1)-D, the dual tensor G is an anti-symmetric third-rank tensor: 

 

                                                                    ΣΩ
ΦΓΛΣΩΦΓΛ ≡ FG ε

!3
1

.    (55) 

 

Maxwell’s homogeneous equations may be expressed in terms of the dual tensor G via  

 

                                                                             0=∂ ΦΓΛ
ΛG     (56) 

 

or, equivalently, in terms of an anti-symmetric third-rank tensor T via 

 

                                                                          0=ΛΣΩ
ΦΓΛΣΩTε     (57) 

 

where T is defined as 

 

                                                                            ΓΛΦΦΓΛ ∂≡ FT .    (58) 
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In (5+1)-D, the differential form of Maxwell’s inhomogeneous equations are expressed concisely in 

terms of the 66×  field strength tensor F as 

 

                                                                  151515

15 15
+++

+

Φ
+

ΓΦ
Γ =∂ JF µ     (59) 

 

where { } { }5,4,3,2,1,0, 1515 ∈ΓΦ ++   represent (5+1)-D spacetime indices. Maxwell’s homogeneous 

equations can be expressed in terms of the dual tensor G or, equivalently, its counterpart T, as 

 

                                015151515

15
=∂ ++++

+

ΞΛΓΦ
Ξ G ,        0

151515

151515151515 =
+++

++++++
ΩΣΛ

ΞΩΣΛΓΦ Tε ,    (60) 

 

where 

 

                   
1515

15151515151515151515

!4
1

++

++++++++++
ΞΩ

ΞΩΣΛΓΦΣΛΓΦ ≡ FG ε ,        
151515151515 ++++++ ΛΓΦΛΓΦ ∂≡ FT .    (61) 

 

In terms of the 5-component vector electric field E and the 55×  tensor magnetic field B, the 

differential form of Maxwell’s equations in (5+1)-D are: 

 

                                               
15

55

+

=∂
ε
ρ

II E ,                
555555 0 JIIJJI BcEE ∂−=∂−∂ , 

                                    0
55555555

=∂ KJIMLKJI Bε ,        
5

5

555 15
0

J
J

JII J
c

E
B ++

∂
=∂− µ ,    (62) 

 

where { } { }5,4,3,2,1, 55 =JI . In integral form, Maxwell’s equations in (5+1)-D are: 

 

                ∫ ∫
+

=
W X

II

enc

dXdWE ρ
ε 15

1
55

,        ∫ ∫∂−=
V W

KJIMLKJIKJIMLKJI

enc

dWBcdVE
5555555555555555 0εε , 

                 ∫ =
W

KJIMLKJI dWB 0
55555555

ε ,        ∫ ∫ 






 ∂
+= +

V W

I
I

IJIJI

enc

dW
c

E
JdVB

5

5

55555

0
15!2 µ ,    (63) 

 

where dX  is the differential five-dimensional volume element. 

For an isolated point charge in (4+1)-D, the electric field lines radiate outward in four-dimensional 

space. For a Gaussian hypersphere of radius r , the electric field E
r

 is parallel to the differential 

volume element Vd
r

 everywhere on the three-dimensional volume 22
4

2
3

2
2

2
1 rxxxx =+++  

bounding the (four-dimensional) hypersphere defined by 22
4

2
3

2
2

2
1 rxxxx ≤+++ . In (4+1)-D, the 

electric field E
r

 due to a point charge is thus found to be 

 

                                ∫ ∫
++

===
V W

II

enc

q
dWrEdVE

1414

32 1
2

ε
ρ

ε
π ,        r

r

q
E ˆ

2 3
14

2
+

=
επ

r
,    (64) 

 

thence, we obtain 
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                                                ∫ ∫ ===
+V W

II

enc
r

rE
dWrEdVE

ˆ
21

2
32

14

32 πρ
ε

π
r

.    (64b) 

 

We have utilized the result that the (N–1)-dimensional volume ∑
=

=
N

i
i rx

1

22  bounding a solid sphere 

in N-dimensional space ∑
=

≤
N

i
i rx

1

22  is 

 

                                                                        ( )2/
2 12/

1 N

r
V

NN
sphere

N Γ
=

−

−
π

    (65) 

 

where  ( )zΓ  is the gamma function. 

Generalizing to (N+1)-D, the electric field E
r

 due to a point charge is 

 

                                                                   
( )

r
r

qN
E N

N
N

ˆ
2

2/
1

1
2/ −

+

Γ=
επ

r
    (66) 

 

where the (N+1)-D permittivity of free space 1+Nε  has different dimensionality than its (3+1)-D 

counterpart 0ε : 

 

                                                                             [ ] [ ]
[ ]3

0
1 −+ =

NN L

εε .    (67) 

 

Thus, Coulomb’s law for the force exerted by one point charge 1q  on another point charge 2q  

displaced by the relative position vector 21R
r

 away from the first is a 1/1 −Nr  force law: 

 

                                                            
( )

211
211

21
2/,

ˆ
2

2/
12

R
R

qqN
F N

N
Nqq −

+

Γ=
επ

r
.    (68) 

 

In (N+1)-D, the electric field ( )rE
rr

 at a field point located at r
r

 may alternatively be derived 

through direct integration over the differential source element 'dq : 

 

                                                          ( ) ( )
∫ −

+

Γ=
'

0
1

1
2/ 'ˆ1

2
2/

q

N
N

N dqR
R

N
rE

επ
rr

    (69) 

 

where the relative position vector 'rrR
rrr

−=  extends from the differential source element 'dq  

located at 'r
r

 to the field point located at r
r

. 

The (N+1)-D electric field is related to the (N+1)-D scalar potential via 

 

                                                                         
t

A
VE

∂
∂−∇−=
r

rr
.    (70) 

 

In electrostatics, the (N+1)-D scalar potential is derived from the following integral: 
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                                                       ( ) ( )
( ) ∫ −

+−
Γ=

'

0
2

1
2/ '

1
22
2/

q

N
N

N dq
RN

N
rV

επ
.    (71) 

 

The traditional Ampèrian loop is promoted to a two-dimensional Ampèrian surface in (4+1)-D. A 

suitable choice for a steady filamentary current 0I  running along the 1x -axis in the two-

dimensional surface 22
4

2
3

2
2 rxxx =++  of a solid sphere 22

4
2
3

2
2 rxxx ≤++  in the three-dimensional 

subspace 432 xxx . In this case, the only non-vanishing components of the magnetic field tensor B 

are { }IB1  and { }1IB . By symmetry, the magnetic field scalar, defined by the tensor contraction  

!2/IJIJ BBB ≡ , is constant everywhere on the surface 22
4

2
3

2
2 rxxx =++  and the components of 

the magnetic field tensor are related by 1111 JIJI BBBB −=−== , where JI ≠ , such that  

312
2
14

2
13

2
12 BBBBB =++= . However, it is simpler to work in spherical coordinates, where 

Ω= dBrdAB IJIJ
22 . Thus, application of Ampère’s law yields 

 

                                ∫ ∫ +==Ω=
S S

encIJIJ IrBdBrdAB 14
22 282 µπ ,        2

014

4 r

I
B

π
µ += .    (72) 

 

In (3+1)-D, the magnetic flux mΦ  is a scalar and the magnetic field lines for this infinite steady 

filamentary current 0I  are traditionally drawn as a concentric circles 22
3

2
2 rxx =+  in the 32xx  

plane. However, in (4+1)-D the magnetic flux is a four-component vector { }m
IΦ  according to eq. 

(53). This corresponds to the fact that circles 22
3

2
2 rxx =+ , 22

4
2
2 rxx =+ , and 22

4
2
3 rxx =+  lying in 

the 32xx , 42xx , and 43xx  planes, respectively, are all orthogonal to the current running along the 

1x -axis. In (N+1)-D, the magnetic flux becomes an anti-symmetric (N-3)-rank tensor. 

Generalizing to (N+1)-D, the magnetic field due to a steady filamentary current 0I  is  

 

                                                            ( ) ( ) 2
014

2/1 2
1

2
1

−
+

− 






 −Γ= NN r

IN
rB

µ
π

.    (73) 

 

In (N+1)-D, the force per unit length l  that one steady filamentary current 1I  exerts on a parallel 

steady filamentary current 2I  separated by the relative position vector 21R
r

 is: 

 

                                                    ( ) 212
21

2114
2/1

, ˆ
2

1
2

1
12 R

R

IINF
NN

II

−
+

− 






 −Γ= µ
πl

r

.    (74) 

 

In (4+1)-D, the tensor magnetic field ( )rB
r

 at a field point located at r
r

 may alternatively be 

derived through direct integration. For a steady filamentary current, 

 

                                      ( ) ( ) ∫ −






 −Γ= +− JIIJNNIJ dsRdsR
R

I
N

rB 4012/1

1
2

1
4

1 µ
π

r
    (75) 
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where the relative position vector 'rrR
rrr

−=  extends from the differential source element 'sd
r

 

located at 'r
r

 to the field point located at r
r

. If the current is instead distributed over a one-,two, 

or three-dimensional cross section, the tensor magnetic field ( )rB
r

 is 

 

     ( ) ( ) dsdAJ
R

N
rB IJNNIJ ∫+− 







 −Γ= 1312/1

1
2

1
4

1 µ
π

r
,   ( ) ( ) dsdAJ

R

N
rB IJNNIJ ∫+− 







 −Γ= 2312/1

1
2

1
4

1 µ
π

r
,    

      ( ) ( ) ( )∫ −






 −Γ= +− dsdVRdVRJ
R

N
rB JIIJNNIJ 3412/1

1
2

1
4

1 µ
π

r
,    (76) 

 

where 21,JJ , and 3J  are the corresponding to the current densities. 

With a single non-compact extra dimension 4x , two (4+1)-D electric charges 1q  and 2q  

communicate via the exchange of a (4+1)-D photon. Classically, there is a single straight-line path 

with which the (4+1)-D photon can reach 2q  from another 1q . One result of this single non-

compact extra dimension 4x  is that Coulomb’s law becomes a 3/1 r  force law. If instead the extra 

dimension 4x  is compactified on a torus with radius R , there exists an infinite discrete set of 

paths with which a classical (4+1)-D photon could travel from 1q  to 2q .  

The net force exerted on 2q  is the superposition of the (4+1)-D 3/1 r  Coulomb forces (eq. 68) 

associated with each path: 

 

                                                                ∑
∞

−∞=+

=
n

n
n

R
R

qqF ˆ1
2

1
321

14
2επ

r
    (77) 

 

where ( )2
4

2
3 4 nRxRRn π+∆+=  is the path length corresponding to a classical (4+1)-D photon 

winding around the torus n  times and  
n

n R

xxRR
R 4433 ˆˆ
ˆ ∆+=  is a unit vector directed from 1q  to 2q  

(and 3R̂  is a unit vector along the axis of the torus). In terms of its three-dimensional and extra-

dimensional components, the net force is 

 

                                              
( )[ ]∑

∞

−∞=+ +∆+

∆+=
n nRxR

xxRR
qqF 22

4
2
3

4433
21

14
2

4

ˆˆ

2
1

πεπ
r

.    (78) 

 

The net force can also be expressed in terms of the (4+1)-D scalar potential ( )4RV  via 

 

                                                                          VqF ∇−=
rr

2 .    (79) 

 

The (4+1)-D scalar potential due to the source 1q  at the location of 2q  is 

 

                                                 ( ) ( )∑
∞

−∞=+ +∆+
=

n nRxR
qRV 2

4
2
3

1
14

24
4

1
4

1

πεπ
.    (80) 

 

Note that the (4+1)-D scalar potential is periodic in the extra dimension: 
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                                                            ( ) ( )nRxRVxRV π2,, 4343 ±∆=∆ .    (81) 

 

In the limit that the charges are very close compared to the radius of the extra dimension, i.e.  

RR <<3  and Rx <<∆ 4 , the 0=n  term dominates and the net force is approximately the (4+1)-D 
3/1 r  Coulomb force: 

 

                                                                4213
414

2,
ˆ

2
1

21
Rqq

R
F qq

+

≈
επ

r
.    (82) 

 

This is the limit where the underlying (4+1)-D theory of electrodynamics – i.e. Maxwell’s equations 

with a non-compact extra dimension – governs the motion. In the opposite extreme, where the 

compact extra dimension is very small compared to the separation of the charges, i.e. RR >>3 , 

an integral provides a good approximation for the sum: 

 

                                        ( ) ∫
∞

−∞= ++

=
+

≈
y

q
RR

dy
yR

q
R

RV 1
314

222
3

1
14

34 8
11

8
1

επεπ
.    (83) 

 

This is the limit where the effective (3+1)-D theory of electrodynamics – i.e. the usual (3+1)-D form 

of Maxwell’s equations – governs the motion. In order for the effective (3+1)-D scalar potential in 

eq. (83) to be consistent with the usual (3+1)-D form of Coulomb’s law, it is necessary that the 

(4+1)-D permittivity of free space 14+ε  be related to the usual (3+1)-D permittivity 0ε  via 

 

                                                                             
Rπ

εε
2

0
14 =+ .    (84) 

 

It follows that 

 

                                                                            R014 2πµµ =+     (85) 

 

such that an electromagnetic wave propagates at the usual speed of light in vacuum 

 

                                                                  
001414

11

µεµε
==

++

c .    (86) 

 

In (N+1)-D, Coulomb’s law is a 1/1 −Nr  force law if the extra dimensions are non-compact. If 

instead there is toroidal compactification and the extra dimensions are symmetric . i.e. they all 

have the same radius R  - then, in the limit that RR >>3 , Coulomb’s law is approximately a 2/1 r  

force law in the effective (3+1)-D theory. In this case, the (N+1)-D permittivity of free space 1+Nε  is 

related to the usual (3+1)-D permittivity 0ε  via 

 

                                                            

( ) 




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2
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3

0
1 N

R
N

N

π

εε     (87) 
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where 3>N . 

Thence, the eq. (71), for the eq. (87), can be written also as follow: 
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
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−
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0
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q

N

N

N dq
R

N
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N

N
rV

ε

π

π
,    (87b) 

 

where  ( )zΓ  is the gamma function. 

The deviation in the usual 2/1 r  form of Coulomb’s law can be computed for a specified geometry 

of extra dimensions through the lowest-order corrections to the integration in eq. (83). The 

effects are similar to the deviation in the usual 2/1 r  form of Newton’s law of universal gravitation. 

 

 

 

3. On some equations concerning the noncommutativity in String Theory: the Dirac-Born-

Infeld action, connections with the Maxwell electrodynamics and the Maxwell's equations, 

noncommutative open string actions and D-brane actions [3] [4] [5] [6] [7] 

 

 

3.1  The Dirac-Born-Infeld action: connections with the Maxwell’s equations 
 
To obtain the low-energy effective action for the gauge field, we need to expand the worldsheet 

theory about a background field iX , and compute the (divergent) one-loop counterterm: 

 

                                                                ( )( )∫ ∂ΛΓ− i
i XXAdi ττ ,     (88) 

 

where Λ  is an ultraviolet cutoff. Setting iΓ  to zero gives a condition on the gauge field ( )XAi , 

equivalent to worldsheet conformal invariance, or vanishing of the β -function. 

That gives the spacetime equation of motion, from which the action can be reconstructed. 

Performing the background field expansion 

 

                                                                            iii XX ξ+=     (89) 

 

where iX  is an arbitrary classical solution of the worldsheet equations of motion, we find: 
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    (90) 

 

The linear term in iξ  vanishes as X  is a solution of the equation of motion. The quadratic term is 

easily evaluated: 
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 .    (91) 

 

The correction to the worldsheet action is: 
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                                                          ( )∫ =∂∂ '',
'4 τττ τττ

πα
ikj

jki KXd
i

F ,    (92) 

 

where we have ignored possible UV finite terms. 

Recalling the formula for the boundary propagator, we have: 

 

                                                  ( ) ( ) +Λ−=
→

ln'2';lim
'

F
ijij GK αττ
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 (finite)    (93) 

 

and hence the equation of motion is: 

 

                                                 ( ) 0
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g
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When we think of ( )FijG  as the (inverse) open-string metric, then this looks just like the free 

Maxwell’ equations. It turns out that the desired open-string effective action is: 
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g
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ijijiNSNS det
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,; 10 .    (95) 

 

It is possible to show that: 
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Since the factor ( )F+gdet  is nonzero and the matrix ( )FjkG  is invertible, it follows that setting 

the above expression to zero is equivalent to: 

 

                                                                            ( ) 0=∂ FF
li

kli G     (97) 

 

which is the desired equation of motion. At lowest order in F   this is equivalent to the Maxwell 

equations: 

 

                                                                               0=∂ li
kli gF     (98) 

 

but in general, as we noted, it has nonlinear corrections. 

The action: 

 

               [ ] ( ) ( )( )∫∫ ++=+=− FBgxd
g
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,; 1010 παF     (99) 

 

is called the Dirac-Born-Infeld (DBI) action. Expanding this action to quadratic order in F , it is 

easily seen that it is proportional to the usual action of free Maxwell electrodynamics: 
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                                                          [ ] ∫ +≈− ...,; ij
ijijijiNSNS FFBgAS     (100) 

 

i.e. we can write the eq. (100) also as follow: 
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d
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thence, we obtain the following interesting mathematical connection: 
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                                                              ∫ ∫ ⋅+=⋅≈
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This is consistent with the fact that the linearized equations of motion are just Maxwell’s 

equations. 

We will now recast the DBI action in a different form. For this, let us first define 
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We abbreviate ijG  by 1−G . We also define the matrix ijG , abbreviated G , to be the matrix inverse 

of ijG . Thus we have defined two new constant tensors θ,1−G  in terms of the original constant 

tensors Bg, . In particular, 
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It is illuminating to rewrite the DBI Lagrangian in terms of the new tensors. This is achieved by 

writing: 
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                                                                                                                                                                           (104) 

Defining  
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we end up with the relation 
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The relation between F  and F̂  can be easily inverted, leading to: 
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from which it also follows that: 
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Hence we have: 
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In what follows, we must be careful to remember that the above equations were obtained in the 

strict DBI approximation of constant F .  

Apart from the factor ( )F̂1det θ−  in the denominator, the right hand-side looks like a DBI 

Lagrangian with a new string coupling sG , metric ijG  and gauge field strength F̂ , and no B -

field. Let us therefore tentatively define the action: 

 

                                                          ( )∫ += FG
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S
s

DBI
ˆ'2det

1ˆ πα .    (110) 

 

Let us start by expanding the relation through which we defined F̂ , to lowest order in θ : 

 

                                                             ( )2ˆ θθ Ο+−= lj
kl

ikijij FFFF  .    (111) 

 

Inserting the definition of ijF , we get: 

 

                ( ) ( )2ˆ θθ Ο+∂∂+∂∂−∂∂−∂∂+∂−∂= jlikljikjlkiljki
kl

ijjiij AAAAAAAAAAF .    (112) 

 

We can make a nonlinear redefinition of iA  to this order, which absorbs three of the four terms 

linear in θ : 
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                                                ( )2
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We can find that 

                                                          jlik
kl

ijjiij AAAAF ˆˆˆˆˆ ∂∂+∂−∂= θ .    (114) 

 

It is clear that there is no further redefinition of Â  that will absorb the last term. However, we 

note that this term is: 

                                                                     { }jijlik
kl AAAA ˆ,ˆˆˆ =∂∂θ      (115) 

 

where { }...,   is the Poisson bracket with Poisson structure θ . Thus, to linear order in θ , we have 

found that: 

                                                                { }jiijjiij AAAAF ˆ,ˆˆˆˆ +∂−∂= .    (116) 

 

This looks like a non-Abelian gauge field strength, except that there is a Poisson bracket instead 

of a commutator. 

We can say that the field strength ijF̂  is a noncommutative field strength related to its gauge 

potential iÂ  by: 

                                                               [ ]
∗

−∂−∂= jiijjiij AAiAAF ˆ,ˆˆˆˆ .    (117) 

 

The map  

                                                                        j
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ikij F
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                                                  ( )2
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 ∂+∂−= likilk
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is known as the Seiberg-Witten map. 

We remember that the Seiberg-Witten gauge theory is a set of calculations that determine the 

low-energy physics — namely the moduli space and the masses of electrically and magnetically 

charged supersymmetric particles as a function of the moduli space. 

This is possible and nontrivial in gauge theory with N = 2 extended supersymmetry by combining 

the fact that various parameters of the Lagrangian are holomorphic functions (a consequence of 

supersymmetry) and the known behavior of the theory in the classical limit. 

The moduli space in the full quantum theory has a slightly different structure from that in the 

classical theory 

 

 

The noncommutative description is parametrized by the noncommutativity parameter θ , the 

open-string metric ijG , the open-string coupling sG , and a “description parameter” Φ , in terms 

of which the relationship between closed-string and open-string parameters is given by: 
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Now we wish to compare the sum of the commutative DBI action DBIS  plus the derivative 

corrections to it DBIS∆  with the noncommutative DBI action DBIŜ , after taking the Seiberg-Witten 

limit on both sides. 

The dilaton couples to the entire Lagrangian density, so we need to consider the full DBI action. 

We will start by restricting to terms quadratic in F . To this order, we have: 
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In the Seiberg-Witten limit we have  
'2πα

θ ij
ijN →   and therefore: 
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Let us now convert the commutative field strengths F  appearing in this expression into 

noncommutative field strengths F̂ , using the Seiberg-Witten map. To the order that we need it, 

this map is: 
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Here we have used an identity relating the Moyal  ∗  commutator and the  2∗  product: 
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Inserting the Seiberg-Witten map into eq. (122), we find 
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Some manipulation of the last few terms permits us to rewrite this as: 
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which is the form in which it will be useful. 

Let us now turn to the noncommutative side. Here, we only need to keep the terms arising from 

expansion of the Wilson line, since all other terms are suppressed by powers of 'α  in the Seiberg-

Witten limit. The Wilson line give us: 
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After some rearrangements of terms, this can be written: 
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Now we can take the difference of eqs. (129) and (127). The prefactor in front of each expression is 

the same, by virtue of eq. (120). Apart  from this factor and the integral sign, the result is: 
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To the order in which we are working, we may replace F̂  by F  everywhere in this expression. 

This, then, is our prediction for the correction DBIS∆ , to order ( )2'α  and to quadratic order in the 

field strength F , after taking the Seiberg-Witten limit. We note that this is manifestly a higher-

derivative correction: it vanishes for constant F , for which the 2∗  product reduces to the ordinary 

product. Expanding the 2∗  product to 4-derivative order, we find that 
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which gives: 
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where the matrix ijh is defined as: 
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Taking the Seiberg-Witten limit, which amounts to the replacement ( ) θθπα 11'2 −+→ Fh , and 

further restricting to terms quadratic in F , we find exact agreement with eq. (131) above. 

Now we will compare the coupling of the bulk graviton to the energy-momentum tensor on the 

commutative and noncommutative sides. On the commutative side, we start again with the 

expression in eq. (121), but this time we use the full form of N  as defined in eq. (120): 
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where 

                                                                   

ij
ij

G
M 









Φ+
≡

'2
1
πα

.    (135) 

 

Thence, we obtain: 
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As the linear coupling to the graviton starts at order ( )2'α , we now have to go beyond the leading 

term in the Seiberg-Witten limit. Hence we will keep terms up to order 2M . Expanding DBIS   

around this limit and keeping terms to order ( )2'α , and using the Seiberg-Witten map, we find: 
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Turning now to the noncommutative action, the graviton coupling is obtained by expanding the 

DBI action around the Seiberg-Witten limit to order ( )2'α . We have, in momentum space: 
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The piece of the above expression that is order 1 in 'α  has already been computed earlier for the 

dilaton coupling. It contributes to the coupling of the trace of the graviton. The new non trivial 

coupling is given by the order ( )2'α  term. 

To compare with the commutative side, it is convenient to expand the above action differently, in 

terms of M rather than G . We get: 
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Now taking the difference of the noncommutative and commutative actions in eqs. (138) and 

(136), and expanding the result to 4-derivative order, we get the prediction: 
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Note that contrary to appearances, both of the above terms are of order ( )2'α . This is because if 

one inserts G  in place of M  in the first line, the result vanishes. 

 

 

3.2 The noncommutative open string actions, Chern-Simons theory and D-brane actions 

 

Let us focus on a particular Chern-Simons coupling, the one involving the Ramond-Ramond 6-

form ( )6C . In the commutative theory, this is just 
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The noncommutative version of this coupling is obtained from the commutative one by making 

the replacement: 
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where F̂  is the noncommutative gauge field strength, multiplying the action by a factor 

( )F̂1det θ− , and using the Moyal ∗ -product defined in the following equation: 
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To make a coupling that is gauge-invariant even for nonconstant fields, this has to be combined 

with an open Wilson line. The resulting expression for the coupling to ( )6C  is more conveniently 

expressed in momentum space, where ( )( )kC 6~
 is the Fourier transform of ( )( )xC 6 : 
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Here ( )CxW ,  is an open Wilson line, and ∗L  is the prescription of smearing local operators along 

the Wilson line and path-ordering with respect to the Moyal product. Evaluation of the ∗L  

prescription leads to n∗  products. 

The above expression can easily be re-expressed in position space, and it turns into: 
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Let us denote the sum of all derivative corrections to CSS  as CSS∆ . Our starting point is the 

expression 
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where C  represents the RR field, and 
R

B  is the Ramond-sector boundary state for zero field 

strength. We are using superspace notation, for example iii X θψφ +=  and D  is the 

supercovariant derivative. It is possible write the following expression: 
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where nonzero modes have a tilde on them, while the zero modes are explicitly indicated. 

We can drop the first exponential factor in eq. (146) above, as well as the first fermion bilinear 
ji

0

~ ψΨ  in the second exponential. Then, expanding the exponential to second order, we get: 
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Now we need to evaluate the 2-point functions of the X
~

. The relevant contributions have non-

logarithmic finite parts and come from propagators for which there is no self-contraction. This 

requires that pn = . Then we get a combinatorial factor of !n  from the number of such 

contractions in ( )( ) ( )( )nn
XX 21

~~ σσ . The result is: 
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The fermion zero mode expectation values are evaluated using the recipe: 
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where the F  on the right hand side is a differential 2-form. Thus we are led to: 
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where 
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Thence, we obtain: 
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Next we insert the expression for the propagator: 
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where ε  is a regulator, and 
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As we have seen, this tensor when expanded about large B  has the form: 
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where the terms in the expansion are alternatively antisymmetric and symmetric, and the two 

terms exhibited above are description-independent. Now we neglect all but the first term above. 

It follows that 
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After evaluating the sum over m , the result, depending on the regulator ε , is 
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Here, [ ]abh  and ( )abh  are, respectively, the antisymmetric and symmetric parts of abh . The large- B  

or Seiberg-Witten limit consists of the replacements: 
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By virtue of the fact that 

                                                                
( )
( ) ( )πσσε

σε

ε
−=

−
−

−−

+−

→
i

e

e
i

i

1
1

lnlim
0

    (158) 

 

this limit leads to an elementary integral. Evaluating it, one finally obtains the result: 
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where the product 2∗  is defined by the following equation: 
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This agree perfectly with eq. (144), the prediction from noncommutativity. 

Now we extend the calculation from the point of eq. (156). To go to first order beyond the 

Seiberg-Witten limit, we make the replacements: 
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and keep all terms that are first order in ( )abh . Denote by ( )
nn bbaaT ...;...

1
11  the first correction to T  

(defined in eq. (151)) away from the Seiberg-Witten limit. Then, we see that 
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The integral in the above expression vanishes for even n . For odd 12 += pn , we find that 
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where 
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where  ζ  is the Riemann’s zeta function. 

Thence, we obtain: 
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It is convenient to define a 4-form 4W  that encodes the derivative corrections for the coupling to 
( )6C : 
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The leading-order term in 4W  in the large- B limit is: 
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The calculations leading to eq. (164) amount to computing 4W  to first order (in 'α ) around the 

Seiberg-Witten limit: 

 

( )

( )
( ) ( ) ( ) ( )∑ ∑

∞

=

−

=
+ +−

+
−×∂∂∧∂∂=

++

++

1

1

0

2

12
1

4 122
!12

1.........
'22

1
121121

121222

11

p

p

j

j
j

bbaa
baba

ba

p jp
j

FF
g

W
pp

pp ζπθθ
πα
θθ

π
                                                                                                                                                                               (167) 

 

Interchanging the order of the two summations, we find that the sum over j  can be performed 

and leads to the appearance of the familiar 2∗  product. The result, after some relabeling of 

indices, is: 
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Unlike the leading term eq. (159), which is a single infinite series in derivatives summarised by the 

2∗  product, here we see a double infinite series. After forming the 2∗  product we still have an 

additional series whose coefficients are ζ -functions (Riemann’s zeta functions) of odd argument. 

We will now use this to extract the term corresponding to our computation in eq. (168) and 

compare the two expressions. The computation is an evaluation of the amplitude: 
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where 2

3
,

2

1 −−

RRV  is the vertex operator for an RR potential of momentum q , in the 






 −−
2
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,
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1

 

picture, and 0
OV  are vertex operators for massless gauge fields of momentum ik  and polarizations 

ia , 2,1=i . We define: 
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and change integration variables via πτcot−=y . Then it follows that the coefficient of FF ∧  

provided by this computation, to be compared with the coefficient of eq. (168), is: 
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The right hand side can be expanded in powers of t  and, up to terms of ( )2tΟ , one has: 
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where γ  is the Euler constant and ( )xψ  is the digamma function ( )x
dx

d Γln . 

The first term can be recognised as the kernel of the 2∗ -product, using the relation: 
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Let us now examine the second term more carefully. We use the fact that: 
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to write: 
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Putting everything together, we find that: 
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On Fourier transforming, this is identical to eq. (168). 

Thence, we obtain: 
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where ζ  is the Riemann’s zeta function. 

Now we consider Chern-Simons gauge theory with the gauge group G  a complex Lie group such 

as ( )CSL ,2 . Let Α be a connection on a G -bundle E  over a three-manifold M . Such a 

connection has a complex-valued Chern-Simons invariant 
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which we have normalized to be gauge-invariant modulo π2 . Just as in the case of a compact 

group, ( )ΑW  is gauge-invariant modulo π2 . The indeterminacy in ( )ΑW  is real, even if the 

gauge group is complex, because a complex Lie group is contractible to its maximal compact 

subgroup. The quantum theory is based upon integrating the expression ( )iIexp , and for this 

function to be well-defined, I must be defined π2mod . Because of the indeterminacy in WRe , 

its coefficient must be an integer, while the coefficient of WIm  may be an arbitrary complex 

number. The action therefore has the general form 
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Alternatively, we can write 
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with 
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Introduce a complex variable z  and a complex-valued polynomial 
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Now consider the integral 
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                                                        ( ) ( )( )∫ −= zgzgzdZg exp2 .    (182) 

 

This again is a convergent oscillatory integral and a closer analogous of Chern-Simons theory, 

with ( )zig−   and  ( )zgi   corresponding to the terms tW  and  Wt~  in the action (179).  

Define a new polynomial  
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and generalize the integral gZ  to 
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Then ggZ ~,  coincides with the original gZ  if gg =~ . 

Denoting the independent complex variables as z  and z~ , the analytically continued integral is 
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The integral is over a two-dimensional real integration cycle C , which is the real slice zz =~  if 

gg =~ , and in general must be deformed as g  and g~  vary so that the integral remains 

convergent. 

Just as we promoted z  to a complex variable z~  that is independent of z , we will have to 

promote Α  to a new G -valued connection Α~  that is independent of Α . Thus we consider the 

classical theory with independent G -valued connections Α  and Α~  (we recall that G  is a 

complex Lie group such as ( )CSL ,2 ) and action 
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Then we have to find an appropriate integration cycle C  in the path integral 
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The cycle C  must be equivalent to Α=Α~  if s  is real, and in general must be obtained by 

deforming that one as s  varies so that the integral remains convergent. 

 

Let us consider a noncommutative Euclidean Dp-brane with an even number p+1 of world-volume 

directions. Given a collection of local operators ( )xIΟ  on the brane world-volume which 

transform in the adjoint under gauge transformations, one can obtain a natural gauge-invariant 

operator of fixed momentum ik by smearing the locations of these operators along a straight 

contour given by  ( ) τθτξ j
iji k=   with  10 ≤≤ τ , and multiplying the product by a Wilson line 

( )CxW ,  along the same contour, 
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where Â  denotes the noncommutative gauge field, and F̂  the corresponding field strength. The 

resulting formula for the gauge-invariant operator is: 
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where ∗P  denotes path-ordering with respect to the ∗ -product, while ∗L is an abbreviation for the 

combined path-ordering and integrations over Iτ . In this formula the operators IΟ  are smeared 

over the straight contour of the Wilson line. This prescription arises by starting with the 

symmetrised-trace action for infinitely many D-instantons and expanding it around the 

configuration describing a noncommutative Dp-brane. 

Expanding the Wilson line, we get 
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where 
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Thence, we obtain the following expression: 
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Here we have introduced the notation ( ) ( ) ( )
pp xfxfxf

∗
,...,, 21  for the p∗  product of p  functions. 

We note here the simple formula for 2∗ : 
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If the zero-momentum coupling is 
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where A  is the gauge field and X  are the transverse scalars, then the coupling at nonzero 

momentum is given by 

 

                                    ( ) ( ) ( ) ( )[ ]∫ ∗Ο−Σ Σ∗
+

+
xikp

p eCxWXAL
Pf

xdk .1
1 ,,

1

2

1~
θπ

.    (194) 

 

The constant factor  Pf ijθθ det≡   has been written explicitly, instead of absorbing it into the 

definition of ΣΟ , for convenience. In our case the relevant closed string mode is the RR gauge 

potential ( )kC p 1~ + , and, the role of ΣΟ  is played by the operator PfQpµ   where pµ  is the brane 

tension and 

                                                                    lj
kl

ikijij FQ θθθ ˆ−≡ .    (195) 

 

Hence we deduce the coupling of this brane to the form ( )1+pC , in momentum space, to be: 
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On the other hand, we know that the coupling of a Dp-brane to a ( )1+pC  form is given in the 

commutative description by 
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As equations (196) and (197) describe the same system in two different descriptions, they must be 

equal. Thus we predict the identity: 
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This amounts to saying that the right hand side is actually independent of Â , a rather nontrivial 

fact. Is interesting to express the eq. (198) in the operator formalism. We use the fact that 
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to rewrite the left hand side of eq. (198) as follows: 
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The right hand side of eq. (198) can be converted to a symmetrised trace involving 

( )xAxX j
ijii ˆθ+≡ , and it becomes: 
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( )

( )Xik
p PfQeStr .
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1
+

π
    (201) 

 

where Str  denotes the symmetrised trace. Finally, we use [ ] ijji ixx θ=,  and [ ] ( )xiQXX ijji =, . 

Then eq. (198) takes the elegant form: 

 

                                                   [ ]( ) [ ]( )Xikjixikji eXXPfStrexxPftr .. ,, = .    (202) 

 

In this form, it is easy to see that eq. (198) holds for constant F̂ , or equivalently for constant Q . In 

this special case it can be proved by pulling PfQ   out of the symmetrised trace on the right hand 

side, and then using eq. (199) with θ  replaced by Q . 

Now let us turn to the coupling of a noncommutative p-brane to the RR form ( )1−pC . In the 

commutative case this form appears in a wedge product with the 2-form FB + . For the 

noncommutative brane in a constant RR background, FB +  must be replaced by the 2-form 1−Q  

with ijQ  given by eq. (195). It follows that the coupling in the general noncommutative case (with 

varying ( )1−pC ) is: 
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For comparison, the coupling of a Dp-brane to the form ( )1−pC  in terms of commutative variables 

is given by: 
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                                                                                                                                                                           (204) 

Next, rewrite 1−Q  as 
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where we have used the relation 1−= θB . Using this relation and also eq . (198), we can rewrite eq. 

(203) as: 
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                                                                                                                                                                               (206) 

Equating this to eq. (204), we find that 
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This relates the commutative field strength F  to the non-commutative field strength F̂ , 

therefore it amounts to a closed-form expression for the Seiberg-Witten map. 
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The coupling of a noncommutative Dp-brane to the RR form ( )3−pC  for the case of constant RR 

field is: 

                       ( ) ( ) ( ) ( )( ) ( )∫ +−−
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where the 2-form 1−Q  is given in eq. (205). For spatially varying ( )3−pC  we can therefore write the 

coupling as: 
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In the DBI approximation of slowly varying fields, the commutative coupling is: 
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Inserting eq. (205) for 1−Q  in eq. (209), and comparing with eq. (210), we find that in the DBI 

approximation we must have: 
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                                                                                                                                                                              (211) 

To arrive at this expression we have made use of the identities eqs. (198) and (207). 

The open Wilson line including transverse scalars is given by: 
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Inserting this definition in place of ( )CxW ,  in eq. (190), and denoting the left hand side by ( )k'Q , 

one finds that the couplings to a general spatially varying supergravity mode are: 
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where the '
mQ  are given by 
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                                                                                                                                                                         (214) 

 

Thence, we obtain that: 
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                                                                                                                                                                                     (214b)  

It is well-known that non-BPS branes in superstring theory also couple to RR forms. In 

commutative variables, these couplings for a single non-BPS brane are given by: 
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where T  is the tachyon field and 0T  is its value at the minimum of the tachyon potential. 

Consider the coupling of a Euclidean non-BPS Dp-brane with an even number of world-volume 

directions, to the RR form ( )pC , in the commutative description: 
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The noncommutative generalisation of this coupling, for constant RR fields, is 
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where 

                                                                  ( ) ( )[ ]xTXiQxT j
iji

ˆ,ˆ 1−−=D .    (218) 

 

Then, the same RR form ( )pC  couples to a noncommutative non-BPS Dp-brane through the 

following coupling for each momentum mode: 
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4. On some equations concerning the noncommutative quantum mechanics regarding the 
particle in a constant field and the noncommutative classical dynamics related to quadratic 
Lagrangians  [8] 
 
We consider here the most simple and usual noncommutative quantum mechanics (NCQM) which 
is based on the following algebra: 
 
                                           [ ] kjjk ipx δh=ˆ,ˆ ,    [ ] kjjk ixx θh=ˆ,ˆ ,    [ ] 0ˆ,ˆ =jk pp     (220) 

 



 44

where ( )kjθ=Θ   is the antisymmetric matrix with constant elements. To find elements ( )tx,Ψ  of 

the Hilbert space in ordinary quantum mechanics (OQM), it is usually used the Schrodinger 

equation 

                                                                   ( ) ( )txHtx
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∂
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h ,    (221) 

 

which realizes the eigenvalue problem for the corresponding Hamiltonian operator 

( )txpHH ,,ˆˆ = , where 
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There is another approach based on the Feynman path integral method 
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where ( )',';'','' txtxΚ   is the kernel of the unitary evolution operator ( )tU  acting on ( )tx,Ψ  in 

( )DRL2 . 

Path integral in its most general formulation contains integration over paths in the phase space 

( ){ }qpR D ,2 =  with fixed end points 'x  and ''x , and no restrictions on the initial and final values of 

the momenta, i.e. 
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The Feynman path integral for quadratic Lagrangians can be evaluated analytically and the exact 

expression for the probability amplitude is: 
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where ( )',';'','' txtxS  is the action for the classical trajectory which is the solution of the Euler-

Lagrange equation of motion. 

Thence, we obtain that: 
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If we known the following Lagrangian 

 

                                 ( ) φηδγβα +++++= xxxxxxxxtxxL ,,,,,,, &&&&& ,    (225) 

 

and algebra (220), we can obtain the corresponding effective Lagrangian 
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                            ( ) θθθθθθθ φηδγβα +++++= qqqqqqqqtqqL ,,,,,,, &&&&&      (226) 

 

that is suitable for quantization with path integral in NCQM. Exploiting the Euler-Lagrange 

equations 
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one can obtain classical path ( )tqq kk =  connecting given end points ( )'' tqx =  and ( )'''' tqx = . For 

this classical trajectory one can calculate action  
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Path integral in NCQM is a direct analog of (222) and its exact expression in the form of quadratic 

actions  ( )',';'','' txtxSθ  is  
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For a particle in a constant field, the Lagrangian on commutative configuration space is: 
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The corresponding data in the matrix form are: 

 

                            I
m

2
=α ,    0=β ,    0=γ ,    0=δ ,    ( )21, ηηητ −−= ,    0=φ ,    (229) 

 

where I  is 22×  unit matrix. We now note that one can easily find 
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In this case, it is easy to find the classical action. The Lagrangian ( )tqqL ,,&θ  is 
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The Lagrangian given by (231) implies the Euler-Lagrange equations 

 

                                                               11 η−=qm && ,        22 η−=qm && .    (232) 

 

Their solutions are: 
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where 121 ,, DCC  and 2D  are constants which have to be determined from conditions: 
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After finding the corresponding constants, we have 
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Using (234) and (235), we finally calculate the corresponding action 
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According to (227) one gets 

 

                      ( ) ( ) ( ) 


 ⋅Κ=






=Κ
2

2
exp0,';,''0,';,''

2
exp

1
0,';,'' 0

θππ
θθ

m

h

i
xTxxTxS

h

i

T

m

ih
xTx  

                                                ( ) ( ) ( ) 








 ++−−−⋅ 2
2

2
1

'
1

''
12

'
2

''
21 4

1 ηηθηη Txxxx ,    (237) 

 

where ( )0,';,''0 xTxΚ  is related to the Lagrangian (228) for which 0=θ . Hence, in this case there 

is a difference only in the phase factor. It is easy to see that the following connection holds: 
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where 
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Now taking ∞→N  one can rewrite the following equation 
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as (222): 
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                                                        5. Mathematical connections [9] 

 

Ramanujan’s modular equations and Palumbo-Nardelli model 

 

Now, we note that the number 8, and thence the numbers 2864=  and 8232 2 ×= , are connected 

with the “modes” that correspond to the physical vibrations of a superstring by the following 

Ramanujan function: 
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Furthermore, with regard the number 24 (12 = 24 / 2  and  32 = 24 + 8) they are related to the 

physical vibrations of the bosonic strings by the following Ramanujan function: 
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Palumbo (2001) ha proposed a simple model of the birth and of the evolution of the Universe. 

Palumbo and Nardelli (2005) have compared this model with the theory of the strings, and 

translated it in terms of the latter obtaining: 
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A general relationship that links bosonic and fermionic strings acting in all natural systems. 

 

p-adic, adelic and zeta-strings 
 
Like in the ordinary string theory, the starting point of p-adic strings is a construction of the 

corresponding scattering amplitudes. Recall that the ordinary crossing symmetric Veneziano 

amplitude can be presented in the following forms: 
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where 1=h , π/1=T , and ( )
2

1
s

sa −−=−= α , ( )tb α−= , ( )uc α−=  with the condition 

8−=++ uts , i.e. 1=++ cba . 

The p-adic generalization of the above expression 
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where 
p

...  denotes p-adic absolute value. In this case only string world-sheet parameter x  is 

treated as p-adic variable, and all other quantities have their usual (real) valuation. 

Now, we remember that the Gauss integrals satisfy adelic product formula 
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what follows from 
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These Gauss integrals apply in evaluation of the Feynman path integrals 
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for kernels ( )',';'','' txtxKv  of the evolution operator in adelic quantum mechanics for quadratic 

Lagrangians. In the case of Lagrangian  
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for the de Sitter cosmological model one obtains 
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Also here we have the number 24 that correspond to the Ramanujan function that has 24 

“modes”, i.e., the physical vibrations of a bosonic string. Hence, we obtain the following 

mathematical connection: 
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The adelic wave function for the simplest ground state has the form 
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where ( ) 1=Ω
p

x  if 1≤
p

x  and ( ) 0=Ω
p

x  if 1>
p

x . Since this wave function is non-zero only in 

integer points it can be interpreted as discreteness of the space due to p-adic effects in adelic 

approach. The Gel’fand-Graev-Tate gamma and beta functions are: 
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where Ccba ∈,,  with condition 1=++ cba  and ( )aζ  is the Riemann zeta function. With a 

regularization of the product of p-adic gamma functions one has adelic products: 
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where 1=++ cba . We note that ( )baB ,∞  and ( )baBp ,  are the crossing symmetric standard and 

p-adic Veneziano amplitudes for scattering of two open tachyon strings. Introducing real, p-adic 

and adelic zeta functions as 
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one obtains 
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where ( )aAζ  can be called adelic zeta function. We have also that 
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Let us note that ( )2exp xπ−  and ( )
p

xΩ  are analogous functions in real and p-adic cases. Adelic 

harmonic oscillator has connection with the Riemann zeta function. The simplest vacuum state of 

the adelic harmonic oscillator is the following Schwartz-Bruhat function: 

 

                                                   ( ) ( )∏
∈

− Ω= ∞

Pp
pp

x
A xex

2
4

1

2 πψ ,    (260) 

 

whose the Fourier transform 
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has the same form as ( )xAψ . The Mellin transform of ( )xAψ  is 
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and the same for ( )kAψ . Then according to the Tate formula one obtains (259). 

The exact tree-level Lagrangian for effective scalar field ϕ  which describes open p-adic string 

tachyon is  
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where p  is any prime number, 22 ∇+−∂= t�  is the D-dimensional d’Alambertian and we adopt 

metric with signature ( )++− ... . Now, we want to show a model which incorporates the p-adic 

string Lagrangians in a restricted adelic way. Let us take the following Lagrangian  

 

                      ∑ ∑ ∑ ∑
≥ ≥ ≥ ≥

+−










+
+−=−==

1 1 1 1

12
22 1

1

2

111

n n n n

n
nnn n

n
gn

n
CL φφφ

�

LL .    (264) 

 

Recall that the Riemann zeta function is defined as 
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Employing usual expansion for the logarithmic function and definition (265) we can rewrite (264) 

in the form 
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where 1<φ . 
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�ζ  acts as pseudodifferential operator in the following way: 
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where   ( ) ( ) ( )dxxek ikx φφ ∫
−=~

   is the Fourier transform of ( )xφ . 

Dynamics of this field φ  is encoded in the (pseudo)differential form of the Riemann zeta function. 

When the d’Alambertian is an argument of the Riemann zeta function we shall call such string 

a “zeta string”. Consequently, the above φ  is an open scalar zeta string. The equation of motion 

for the zeta string φ  is 
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which has an evident solution 0=φ . 

For the case of time dependent spatially homogeneous solutions, we have the following equation 

of motion 
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With regard  the open and closed scalar zeta strings, the equations of motion are 
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and one can easily see trivial solution 0== θφ . 

 

Now we take the eq. (87b) of Section 2. We note that are possible the following mathematical 

connections with the Palumbo-Nardelli model (243) and the zeta strings (268): 
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Now, we take the right hand side of eq. (100c) of Section 3. We have the following mathematical 

connections with the eqs. (129), (137) and (138) and with Palumbo-Nardelli model: 
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thence, the mathematical connections between noncommutative DBI actions, Maxwell’s 

equations and Palumbo-Nardelli model. 

 

Now we take the eqs. (164b) e (176c) of Section 3. We note that are possible the following 

mathematical connections with the eq. (268) concerning the zeta strings: 
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Now we take the eqs. (211) and (219) of Section 3. Also these equations can be connected with 

the Maxwell’s equations and with Palumbo-Nardelli model: 
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In conclusion, we take the eq. (236). We note that are possible the following mathematical 

connections with eqs. (129), (138), i.e. the DBI noncommutative actions, eqs. (179), (186), i.e. the 

Chern-Simons theory , the Ramanujan’s modular equations and the Palumbo-Nardelli model: 
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Also in these expressions is very evident the link between π  and 
2

15 −=φ  , i.e. the Aurea ratio, 

by the simple formula 

 

                                                                      πφ 2879,0arccos = .    (282)                      
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