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Summary. — Deep learning (DL) is changing the way we analyze medical im-
ages. What do these changes consist of? According to some interpretations, AI
epistemology is moving towards a new paradigm called the “fourth paradigm”, in
which theory, hypothesis and experiment are going to be unified through data. In
this context, the famous statement “Correlation is enough” seems to be an effective
way to describe this evolution. This change raises several issues related to medical
image analysis. One of the most interesting is about data. Data are a main part
of DL development especially because DL algorithms are not explainable. Medical
images data sets are scarce, underpopulated, and usually do not contain acquisition
and reconstruction parameters. It is only by knowing data characteristics that we
can define the boundaries in which an algorithm can properly work.

1. – Introduction

The use of data-driven algorithms to infer, predict, evaluate and build models appears
to be a real revolution in the epistemology field and it is changing the rules of the classical
scientific method. Artificial Intelligence-based (AI) methods, and especially deep learning
ones, have been and will be applied to many fields, from social sciences to theoretical
physics. One of the most interesting point of this change is to study and understand how
the scientific method is evolving and, in particular, which are the possible scenarios for
science and technology. The field of medical image analysis is undergoing a deep change
due to these new methodologies. The interdisciplinary and applied nature of such field
forces a discussion on the epistemological premises on this kind of study. In order to
help the discussion, it is useful to introduce the definition of paradigm as elaborated by
Kuhn in “The structure of scientific revolutions” [1]. According to Kuhn, a paradigm
is an accepted model or pattern whose fundamental components, for a certain period,
remain substantially undisputed. In science, it assumes the shape of an object for further
articulations and specifications under new and stricter conditions. When a new paradigm
arises within a disciplinary field, according to Kuhn, it is very limited both in its scope and
precision. It gains a dominant status when it is more successful than other paradigms.
Kuhn considers the success of a paradigm its capability to be able to solve problems
considered extremely important by the relevant scientific community. However, at the
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beginning, it is mostly a “promise of success discoverable in selected and still incomplete
examples”. Normal science, the sort of scientific activity deployed after the establishment
of a paradigm is, according to Kuhn, the actualization of this promise and it allows
expanding knowledge in many directions. Even if Kuhn recognizes that normal science
usually investigates a limited area of knowledge, he affirms that those same restrictions
were born from the confidence in a paradigm and they are essential to the development
of the discipline. This way, science is able to do research in a very detailed and deep
way. Moreover, when a paradigm works, the nature of the objects of inquiry changes: the
paradigm broaden its scope and it is applied to issues beyond its initial reach. Finally,
according to Kuhn, a part of these achievements proves to be permanent. A classical
critique to the Kuhnian approach is that, in some academic domains, there is only little
evidence of this modus operandi. Furthermore, taking into account just a paradigmatic
approach produces too clean and linear stories on how disciplines evolve, deleting the
pluralism of the history of science. However, the definition of paradigm elaborated by
Kuhn has been very influential and allows for more clarity in the discussion on the
epistemology of AI and DL. In fact, big data and deep learning algorithms introduce a
new epistemological approach, testing a theory by analysing relevant data and inferring
the theory itself from data.

2. – The fourth paradigm and medical image analysis

According to Kitchin [2] and Hey et al. [3], we can delineate a simplified scheme made
of four steps to describe the evolution of scientific paradigms. The first one is called “Ex-
perimental Science”, dates back to the pre-Renaissance and consists of pure empiricism
based on the observation of natural phenomena. The second paradigm is the so-called
“Theoretical Science”, dates back to pre-computer era and consists in moving towards
a broader generalization through the theoretical modelling. The third one is referred to
as “Computational Science” and it is based on the simulation of complex phenomena.
The “Fourth Paradigm” [3] is the “exploration science” which is the paradigm that the
intense use of big data and the data mining techniques are designing nowadays. Explo-
ration science, also called e-science, is mainly based on unifying theories, experiments
and simulations using data taken by instruments or simulations and analyzing them with
some software. For example, in the medical images analysis domain, especially for di-
agnosis, prognosis and follow up studies, data are usually taken by instruments from
hospitals and, with some exceptions, simulations are usually used for dosimetric stud-
ies and evaluation. Gray affirms that e-science is changing the world of science itself,
arguing that techniques and technologies are defining a data-intensive science, which is
a radical extension of the established scientific method. Kitchin also states that there
are others that look at the Fourth Paradigm as the new era of empiricism, underlining
that the main difference between a pure empiricist approach and other kinds of approach
concerns the domains where AI is used, i.e., industry versus academy. There are many
voices and opinions which try to define the e-science paradigm, its boundaries and its
potentials. In 2008, Anderson [4] states that “Correlation is enough”, so that, in the
Big Data era, correlation overcomes causation. Prensky [5], similarly to Anderson, af-
firms that data mining techniques can extract the complete set of patterns and effects,
producing scientific conclusions without any further experiment. In 2013, Steadman [2]
comes to affirm that data analysts should not propose or even “bother” themselves with
hypothesis anymore. Even if these positions about e-science are typical of industry,
its critical discussion should be taken into account even within the academic context.
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There are two possible interpretations of the Fourth Paradigm:

• an inductivist approach: big data are able to capture an entire domain of knowl-
edge; there is no need of a priori model, theory or hypothesis; the application of
data mining is agnostic, i.e., data are inherently meaningful and truthful; meaning
transcends the specific domain;

• a constructivist approach: data are constructed and not natural; data must contain
the information we are looking for (hypothesis); data selection and sampling always
introduce a bias; interpretation needs expertise.

The first one can be properly called a pure empiricist and inductive approach, which
really mirrors pre-Renaissance empiricism. This approach may be dangerous for several
reasons.

3. – Medical images and epistemological approaches

In the medical images domain, the empiricist approach is risky and raises several
issues. First, it poses a scientific problem. Neglecting bias and data sampling limits lead
to the inability to define the boundary conditions in which algorithms we develop can
properly work. For example, we can have an algorithm which is able to diagnose a certain
disease without specifying on which population it has been trained and tested. The cor-
rect stratification of population needs attention and there are many issues that still need
to be addressed, such as the role of ethnicity [6] or how to correctly sample a comprehen-
sive disease spectrum. There are also technical conditions that should be included in the
analysis , such as the specific imaging system or image acquisition characteristics. How-
ever, datasets that contain medical images are usually small and technical information is
usually not preserved to minimize privacy risk, making an in-depth analysis impossible.

Another issue that deals with medical images is the reliability of the ground truth.
The ground truth is usually given by one or more than one physicians and depends on the
task of the algorithm. When given in a consensus by many physicians, a variability in the
assessment can always be observed despite the specific task of the algorithm. Guidelines
proved to be effective in reducing this variability, but they cannot completely eliminate
it [7]. Discussing the epistemological address of health research is important to face the
problem of variability. We can frame it in the empiricist approach or in the constructivist
one. The most recent research adopts the first one with the fundamental premise that
there exists a single truth [8]. In this view, there is the underlying assumption that the
gold standard can be made by the opinion of an expert. Several studies showed that the
reliance on an expert opinion is not reliable [8] while the lack of a true gold standard
makes an absolute comparison difficult [9]. We can conclude that variability exists and
there is no way to delete it. Approaching this problem in a constructivist frame means
to assume that there are several “truths” that depend on inherent biases, experience or
judgments, not only among different individuals, but also within the same individual at
different time points. Bridge et al. [8] state that clinicians should embrace the variability
in the constructivist approach, suggesting that, instead of deleting it, they should study
what is the acceptable variability amount for the specific clinical task.

Furthermore, AI applied to medical image analysis needs to be substantiated by a
scientific hypothesis: we are always assuming that, given the constructed data and the
context, there is a model which may solve the task we want to study. This means
that we are using data that already contain the solution. In this context, the necessity
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of different expertise to interpret the model and also to evaluate the risks of the use
of algorithms in the medical domain is clear. However, the collaboration among so
many disciplines is not straightforward, since we need a shared language, methods and
cooperative approach. Affirming that everyone is able to interpret the results without
expertise in that specific domain is a reductionist and functionalist approach that ignores
the socio-political context of the technoscientific practice. Finally, developing a tool or an
algorithm in the medical images domain is not unrelated to social context, since it deals
with hospitals, physicians availability, financial support, privacy management and also
with how institutions that menage health, academic research and technology in general
interact among themselves.

4. – Discussion and conclusions

The process towards a precision medicine able to personalize the diagnostic path and
therapy is still long and we need to discuss about epistemological problems and issues.
It is crucial in this field, because the lack of epistemological assumptions and, hence, of
a consolidated method that integrates the high performance possibilities and limitations
of DL techniques, turns immediately in ethical issues. In this context, the deepening
of Explainable Artificial Intelligence (XAI) methods is mandatory to highlight possible
biases and to limit the risk in clinical applications [10]. We should refuse the empiricist
approach, since we cannot consider data as inherently truthful and meaningful, and
medicine and health processes are complex.
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