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Summary. — A Bayesian analysis aimed at tuning two parameters of the AMD
model, one of them related to the in medium nucleon nucleon cross-section and
the other to the clustering, has been performed. Experimental data collected with
four blocks of the FAZIA setup have been compared with simulated data built with
different values of the investigated parameters.

1. – Introduction

It is well known that the theoretical description of heavy ion collisions in the interme-
diate energy regime (20–100MeV/nucl.) is a challenge because in this region in medium
effects and nucleon nucleon collisions coexist. A reasonable description can be obtained
with modern transport models, which belong to two main classes: BNV-type models, de-
scribing the time evolution of one-body density, and molecular dynamics models, where
nucleons are treated as wavepackets. In this work we focused on the dynamical model
AMD [1,2], which was able to describe the main properties of heavy ion collisions in the
intermediate region in the whole impact parameter range [3-10]. In particular, we aimed
at tuning two parameters of the model, one related to the in medium nucleon nucleon
cross-section and one to the clustering by means of a Bayesian approach. The experi-
mental data collected with four FAZIA blocks on the system 20Ne+ 12C@50MeV/nucl.,
i.e., the same dataset discussed in [9], have been compared with simulated data produced
by AMD with different values of the investigated parameters; the dynamical calcuation
was stopped at 500 fm/c producing about 6000 primary events and the primary ejectiles
were transferred to the HFl code [11,12] to be statistically de-excited, producing 10 sec-
ondary events for each primary one; a software replica of the setup was then applied to
the produced events.

In the Bayesian approach the posterior distribution of a parameter of the model
can be calculated starting from a prior distribution and from the likelihood function
obtained comparing the model results as a function of the parameter distribution with
the experimental observables, which, in our case, are energy and angular distributions,
isotopic yields and particle multiplicities. In our analysis distributions are replaced by the
first three moments, while for particle multiplicities only the mean values are considered.
The likelihood Lj({pi}) for each considered observable j as a function of the simulation
parameters {pi} has been calculated as

(1) Lj({pi}) = e−
1
2χ

2
j ({pi}).

For each observable j the cumulative χ2 is defined as

(2) χ2
j ({pi}) =

3∑
k=1

[
Λexp
i,j − Λmod

i,j ({pi})
σj,i

]2

,
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where Λexp
i,j is the i-th momentum for the experimental distribution associated to the

observable j, Λmod
i,j ({pi}) is the same momentum of the simulated ditribution obtained

when the simulation parameters are set to the values ({pi}). The uncertainty σj,k is
calculated as

(3) σj,i =
√

(σmod
j,i )2 + (σexp

j,i )2,

where σ
exp(mod)
j,i is the error associated to the i-th moment of the experimental (model)

distribution.
The total likelihood for all the considered observables (total number No) as a function

of the simulation parameter values is calculated as

(4) LT ({pi}) =
No∏
j=1

Lj({pi}).

The two parameters we investigated are:
i) the screening parameter η entering in the nucleon nucleon cross-section describing

the collisions between nucleons or light clusters which may end with the formation of a
cluster state:

(5)
dσ(C1, C2)

dΩ
= P (C1, C2, pf ,Ω)

1

vi

pf
vf

|M |2pf ,

where (C1, C2) is a specific configuration for the two nucleon collision; the matrix element
|M |2 for the two nucleon scattering is proportional to σ = σ0 tanh(

σfree

σ0
), where σ0 =

η ρ−2/3 [13]; ρ is the nuclear density and σfree is the free cross-section, which depends on
the collision energy; vi is the initial relative velocity between the colliding nucleons; pf is
the relative momentum vector after the momentum transfer between the two nucleons;
vf = ∂E/∂pf , where E is the energy of the system including the effective interaction.
We want to stress that, even for large values of η, i.e., for σ approaching σfree, the

differential nucleon nucleon cross-section dσ(C1,C2)
dΩ of eq. (5) does not approach the free

nucleon nucleon cross-section. However, for larger values of η a larger number of nucleon
nucleon collisions are allowed within AMD.

ii) A parameter Γ reducing the P (C1, C2, pf ,Ω) factor, which is the overlap prob-
ability between the wave functions of the colliding nucleons for the cluster formation.
Γ = 0 means that the cluster formation is not allowed, while Γ = ∞ means maximum
probability of cluster formation.

Concerning the prior distribution, we assumed a flat distribution between Γ = 0 and
∞ for the clustering parameter and a Gaussian centered around η = 0.85 for the screening
parameter and ranging from η = 0.15 up to η = 5, i.e., close to the free cross-section for
σ; η = 0.85 is the value used in all the previous comparisons between AMD results and
FAZIA experimental data. In [9] it was shown that Γ = ∞ gives better results in terms
of reproducing the experimental data than Γ = 0.

2. – Test of the method

Before applying the technique to the experimental data, a test was performed aiming
at validating the procedure. A particular simulation, the one with η = 0.55 and Γ =
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Fig. 1. – Left: logarithm of the likelihood distribution as a function of η and Γ parameters
obtained assuming as experimental data the simulation with η = 0.55 and Γ = 4, including in
the calculation all the available observables. Right: logarithm of the likelihood distribution as
a function of η and Γ parameters obtained assuming as experimental data the simulation with
η = 0.55 and Γ = 4 and GEMINI++ as afterburner, including in the calculation all the available
observables.

4, was used as “experimental” data and the whole Bayesian procedure was applied,
including all the available observables. A correct working should result in a likelihood
distribution peaked at η = 0.55 and Γ = 4; the obtained result, as shown in fig. 1 (left),
are in agreement with this expectation, thus evidencing the regularity of the applied
procedure.

Another aspect to evaluate is the stability of the result when the afterburner is
changed; this can be done for example assuming as “experimental” simulation the one
with η = 0.55 and Γ = 4 but with GEMINI++ [14] as afterburner, while the likelihood is
calculated starting from simulations where the afterburner is HFl. The obtained results
are shown in fig. 1 (right) for the likelihood; it can be noted that the absolute maximum
is shifted with respect to the correct one; in fact the absolute maximum is located at
η = 0.65 and Γ = 100. However, a secondary maximum can be seen at the original
value.

This result confirms, as expected, that there is a strong influence of the afterburner
on the secondary distributions of the observables and that the afterburners, despite being
implementations of the statistical model for the decay of the compound nucleus, are not
equivalent; therefore it is important to keep in mind that what we are testing with the
adopted technique is not the dynamical model only, but the pair AMD plus HFl.

3. – Results

In a first attempt, all the available observables have been included in the analysis,
i.e., the charge and angular distribution, particle multiplicities, isotopic distributions.
The obtained result for the logarithm of the posterior distribution as a function of η and
Γ parameters is shown in fig. 2. A maximum overcoming of more than 10% all the other
values can be seen in the picture in correspondence of η = 2.5 and Γ = 100. The position
of the maximum is the same also in the likelihood distribution. This result confirms
the fact that the introduction of the clustering process is mandatory to reproduce the
experimental data, as already stated in [9]. Here we point out that a σ value closer to
the free one (η = 2.5) with respect to the standard value of η = 0.85 previously used in
the comparison between AMD and FAZIA data seems to improve the reproduction of the
experimental data.
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Fig. 2. – Logarithm of the posterior distribution as a function of η and Γ parameters obtained
including all the available observables.

In order to check the stability of the obtained result, we reduced the dataset of observ-
ables adopted for the Bayesian inference. If the investigated observables are restricted to
those showing the largest sensitivity to the switching on and off of the clustering (Γ = ∞
vs. Γ = 0), as shown in [9], the obtained posterior distribution is shown in fig. 3. In
this picture the included observables are the energy and angular distributions of p, d, t,
3He, α, 6Li, 7Be, 10B. Again, the maximum of the posterior distribution is located in the
top right part of the (Γ,η)-plane, but its position is slightly shifted with respect to the
case of fig. 2. The σ value is closer to the free one (η = 5) and Γ = 15 means a partial
reduction of the clustering process.

As an example of the sensitivity to the Γ and η parameters, in fig. 4 the energy and
centre of mass angular distributions for protons and α particles are shown; experimental
data (symbols) are compared to the simulated ones obtained with η = 5 and Γ = 15 (black
dashed lines), with η = 2.5 and Γ = 100 (blue continuous line) and with the standard
simulation with η = 0.85 and Γ = ∞ usually used to compare with the experimental

0.15 0.25 0.35 0.45 0.55 0.65 0.75 0.85 0.95 1.05 1.15 1.5 2 2.5 5
�

0
1

2
3

4
5

10
15

50
100

inf�
5000�
4500�

4000�
3500�

3000�

2500�
2000�

1500�

Log(posterior)

Fig. 3. – Logarithm of the posterior distribution as a function of η and Γ parameters obtained
including only some observables (see text).
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Fig. 4. – Top left: lab kinetic energy distribution of protons; top right: lab kinetic energy
of α; bottom left: c.m. polar angle distribution for protons; bottom right: c.m. polar angle
distributions for α. In all panels symbols are experimental data, the dashed black histogram
corresponds to the simulation with Γ = 15 and η = 5; the blue histogram corresponds to the
simulation with Γ = 100 and η = 2.5, while the red histogram is the standard simulation with
Γ = ∞ and η = 0.85.

data of FAZIA (red lines). The black dashed lines correspond to the maximum of the
posterior distribution shown in fig. 3, i.e., the one obtained including only a limited
dataset of observables, while the blue continuous line corresponds to the maximum of
the posterior distribution obtained including all the observables (see fig. 2). A clear
improvement in the quality of the agreement is observed for α particles when moving
from the standard simulation to the one corresponding to the maximum of the likelihood
(especially for the reduced dataset of observables), while no evident changes are found
for protons.

4. – Summary and conclusions

Some preliminary results concerning a Bayesian analysis aimed at estimating two
parameters of the AMDmodel, one related to the clustering and one to the in-medium NN
cross-section, were shown. The obtained results depend both on the chosen afterburner
and on the considered observables. However, a trend towards the upper right region of
the (η, Γ)-plane seems to take place, provided that a consistent set of observables are
included in the calculation. In fact, for some single observables better solutions can be
found in different regions of the plane, but a reasonable global description requires strong
clustering and cross-section σ close to the free one.

The adopted Bayesian analysis seems a promising tool to improve the quality of the
agreement between experimental data and simulations. The drawback of the method
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is the very long calculation time required to build a proper grid of simulation on a
wide range of values for the different parameters, which prevents from producing a high
statistics, as it would be necessary for a general reduction of the model uncertainties. A
possible overcome of this problem might be the use of machine learning technique (or
other approximation methods) to extrapolate the model in regions of the parameter grid
not covered by the run simulations. In this way a less dense grid could be produced,
improving the statistics for the effectively run simulations. This would allow to extend
the technique also to heavier systems, for example those measured by the INDRA-FAZIA
apparatus.
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