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FOREWORD

*Stochastic Dynamical Systems* is the field where one studies complex systems such as polymeric fluids or the atmosphere with the concepts of mathematical stochastics and probability theory. Because experimental data, with their corresponding errors, can be interpreted as realizations of stochastic variables, typical problems of data analysis can be studied and developed within this approach.

Furthermore, the equations of motion are formulated as stochastic equations in this field. This takes into account that a complex system can never be completely isolated. It is always disturbed by external influences which may be modelled simply as a fluctuating quantity known as noise.

Given such models, the extraction of experimentally accessible quantities and the identification of the model from experimental data must be accomplished. In the first of this series of lectures some basic notions are introduced and prominent problems of stochastic dynamical systems are presented such as: ill-posed problems in data analysis, time series analysis formulation, and simulations of stochastic differential equations. In the following lectures these topics are discussed more deeply. In data analysis the limits of the simple least-square method are explained and the modern techniques of treating inverse problems are outlined. The stochastic differential equations, their formulation, and the various aspects of their simulation are discussed within the field of rheology.

The lectures on *Stochastic Dynamical Systems*, which are reproduced here, were held in Naples at Palazzo Serra di Cassano, the site of the Istituto Italiano per gli Studi Filosofici, in October 1990.
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Chapter 1

Stochastic Dynamical Systems: An Introduction

J. Honerkamp

Most people associate science with precise predictions. We know this e.g. from astronomy which is also the field where modern science was born. On the other hand, real life is unpredictable and full of irregularities. This is most clearly expressed in a game of chance. However, we have learned to introduce concepts of probability to tell something about the outcome of some event in a game of chance. If we throw a coin many times we expect that the fraction of heads is near 0.5, we say the probability for getting heads with one throw is $1/2$. If a die is rolled the probability of e.g. 'five' is $1/6$, if the die is fair. If we roll the die 6000 times we expect nearly 1000 times the outcome 'five', but the outcome of every single throw is completely uncertain.

What does this have to do with science? Are probability concepts only relevant for games, for statistical aspects in description of real life phenomena? We will show in this and the following lectures that this is not true. We will try to demonstrate that probabilistic concepts and methods are cornerstones for treating complex systems like polymeric fluids, the climate on earth or the human body as quantitatively as possible. So if we would like to extend our scientific attitude — which means building mathemati-
cal models for the systems to be analyzed — to such complex systems we
must necessarily introduce probabilistic notions and a good background
in such ideas will be very helpful in understanding the behaviour of such
systems.

1.1 Random variables

The basic notion of probability theory is the random variable, sometimes
also called a stochastic variable. This must be distinguished from a random
or stochastic number. We observe random numbers in throwing a die many
times, namely the numbers from 1 to 6 in a random sequence. We say
the random number is a realization of a random variable. The variable
is a mathematical, abstract object, defined by the possible outcomes in
realizations and by the probabilities associated to each of these outcomes.
Hence the number (in German called 'Augenzahl') is the random variable
in our die-experiment, the possible outcomes are the numbers (1,2,...,6)
with probability $\frac{1}{6}$ for each. In rolling the die we observe a realization of
this random variable. We get a random number, namely a number, that
was obtained by chance.

Thus, chance does not mean complete arbitrariness. Getting something
by chance means that a random variable is realized. A random variable is
defined by the possible outcomes and their probabilities. We must know
how probable the events are and which events are possible at all. An event
'seven' e.g. can never appear with a die. There are still rules in the matter
of chance or random events, but probabilistic rules.

This way of thinking is not so well known, not even among scientists,
though in nearly any experiment one meets a random number, which will
show up if one repeats the same experiment again and again. You will
usually get always slightly different results and if you plot a histogram
you will get a distribution as e.g. in fig.1.1. Hence the experimental re-
sults are realizations of a random variable; the true value of the quantity,
of course, which we would like to obtain, is not random. The randomness
comes in because there are always some uncontrollable influences on our
experimental device, that add to the true value and which can be repre-
sented by a random number. Experimental measurements are therefore
Figure 1.1: A typical histogram collecting the various results scattered around a mean value $x$. The solid line represents a Gaussian distribution.

realizations of a random variable, and we may write

$$Y = x + \eta,$$  \hspace{1cm} (1.1)

where $x$ shall stand for the true value of the quantity we measure, $\eta$ is the random variable that represents the external influences and $Y$ is therefore the random variable, whose realizations we actually observe in our measurements.

In order to define the random variable $\eta$ we have to specify its possible outcomes and their probabilities. We have reasons to believe that these experimental uncertainties are best represented by a random variable $\eta$ where the probability that a realization will be in the interval $(x, x + dz)$ will be

$$p(z)dz = \frac{1}{\sqrt{2\pi}\sigma} e^{-\frac{1}{2} \frac{z^2}{\sigma^2}} dz.$$  \hspace{1cm} (1.2)

$p(z)$ is a function which nicely fits the histogram of fig.1.1 (solid line).
The width of the curve is measured by the parameter $\sigma$ and this is, at the same time, a measure for the uncertainty, the statistical error of the experimental result. There are well established rules by which one can estimate $x$ and $\sigma$ from the histogram, and formulating an experimental result means giving an estimate $\hat{x}$ of $x$, the true value, and an estimate $\hat{\sigma}$ of $\sigma$, the experimental error. This error also measures how good the estimate $\hat{x}$ of $x$ is, because one may show that with 68% probability the true value will lie in the interval

$$\left(\hat{x} - \hat{\sigma}, \hat{x} + \hat{\sigma}\right).$$

(1.3)

All these considerations are very elementary and more or less well known to every scientist. But nevertheless, the consequences of the fact that experimental results should be viewed as realizations of a random variable are often not taken seriously enough.

### 1.2 Inverse problems

We will demonstrate the fruitfulness of stochastic notions with a problem that we will shortly outline in this lecture and discuss more deeply in the next two lectures. It is a very prominent problem of stochastic systems where these experimental errors play a crucial role and where we are not yet dealing with a *dynamical* stochastic system. Dynamical systems are introduced afterwards and a similar relevant problem will be presented.

This prominent problem I want to introduce now is the so-called inverse problem. Inverse problems arise very frequently in science because many quantities which one would like to examine are not directly measurable. Such quantities are e.g. the sizes of particles in a suspension, the density of human tissue or the relaxation times of some dynamical process. In many cases one is interested in the distribution of these quantities, e.g. in the frequency of a given particle size, in the density of the tissue as a function of the location or in the weight with which the dynamical process with a given relaxation time contributes to the whole dynamical process.

Though these distributions are not directly measurable one can get information about them e.g. by scattering of light, X-rays or neutrons. The quantity measured by such experiments is the intensity of the scattered or
transmitted light (or X-rays or neutrons). Hence one has somehow to infer from these experimental results the distribution one is looking for. By theoretical considerations one normally finds how the distribution affects the experimental result. If we call the distribution function \(h(\tau)\) where \(\tau\) stands e.g. for the particle size and if we denote the intensity of scattered neutrons by \(G(\omega)\) where \(\omega\) characterizes the scattering angle then the relation between these two functions can frequently be written as

\[
G(\omega) = \int d\tau K(\omega, \tau) h(\tau)
\]

(1.4)

where the kernel \(K(\omega, \tau)\) is given by the theory or the model. There are plenty of examples where such a relation is assumed.

The inverse problem now consists in the estimation of the function \(h(\tau)\) from the experimental data for \(G(\omega)\). These data will be obtained at some discrete \(\omega_i, i = 1, \ldots, N\) and they will be corrupted by unavoidable errors. Hence the information consists of the data \(\{g_i^?, i = 1, \ldots, N\}\) with

\[
g_i^? = G(\omega_i) + \sigma_i \varepsilon_i
\]

(1.5)

where \(\sigma_i\) is the standard error and \(\varepsilon_i\) a random number, a realization of a standard Gaussian random variable. From this information one has to infer the function \(h(\tau)\).

Thus, an inverse problem is a frequently occurring and typical problem. One likes to know a function which characterizes the system we study. This function, however, cannot be measured directly but has to be extracted from measurements of some other quantity. From the relation between \(h(\tau)\) and \(G(\omega)\) one immediately recognizes that, given \(h(\tau)\), one may easily infer the quantity \(G(\omega)\) we expect to measure, but the inverse problem, going from the measurements of \(G(\omega)\) to the distribution \(h(\tau)\), turns out to be a difficult task. This is especially true because the measurements are always corrupted by experimental errors. We will see in the following lectures that, if this inversion is not done with enough care and enough background of stochastic methods, one will not get reasonable answers. One has to control the uncertainty in the answer \(h(\tau)\) in dependence on the experimental error in the measurements of \(G(\omega)\). Then it will become evident that the usually applied methods such as the least-square minimization will not work. There are many distributions compatible with the data. One has to introduce more information than the data alone to
get a unique solution. One may e.g. require that the solution has some
properties like a special smoothness or maximum entropy.

The phenomenon that the information contained in the experimental
data is not enough to obtain a unique solution is the reason why such
inverse problems are also called ill-posed problems. We will study the
proper treatment of ill-posed problems in the third lecture and we will
elaborate the further requirements which lead to uniqueness. But there is
an interesting moral in this. Probing nature by means of an experiment
will sometimes not give us a unique answer. The information will always
be incomplete. Only by imposing further arguments can we find a definite
answer.

1.3 Stochastic processes and time series

Until now we have considered random variables and the usefulness of this
notion in problems where time plays no role. But there also exists the
concept of a time-dependent random variable, say \( Y(t) \), that means that
at each time \( t \) there is a random variable with a probability distribution
\( p(y,t) \). Some realizations of such a time dependent random variable are
drawn in fig.1.2. Each realization corresponds to a different trajectory
or path in space and looks very irregular because in this example there
is little correlation for neighbouring times. We call a time dependent
random variable a stochastic process or a random process. (One should
also mention that for a proper definition of a stochastic process not only
\( p(y,t) \), but also all higher distributions \( p(y_1,t_1,y_2,t_2) \), etc. must be given.)

One observes realizations of a stochastic process e.g. if one measures a
time dependent quantity \( x(t) \). Because at each time \( t \) we have a different
experimental error \( \epsilon(t) \) we would introduce

\[
Y(t) = x(t) + \epsilon(t)
\]  

(1.6)
as the time dependent random variable, where at each time \( \epsilon(t) \) may be
a Gaussian random number, independent from \( \epsilon(t') \) for \( t' \neq t \). This is, of
course, a very simple stochastic process, because the standard Gaussian
stochastic process \( \epsilon(t) \), which is also known as white noise, is adding to a
well defined time dependent quantity. For \( x(t) = \cos \omega t \) this looks like fig.1.3,
and from this picture we would anticipate that it is a deterministic signal
superposed by some noise. This is the case for an observational noise, which is only the time-dependent version of the above mentioned experimental error. A really interesting stochastical dynamical system is much more than this. To introduce it let us write \( x(t) = \cos \omega t \) as a dynamical system, e.g. as

\[
x(t) = a x(t - 1) + b x(t - 2)
\]

with appropriate parameters \( a, b \). This is a discrete version of a differential equation and it is called a dynamical system because given \( x \) at former times, namely \( x(t - 1), x(t - 2) \), one may calculate \( x(t) \), and because this can also be done without any ambiguity, we call this a deterministic dynamical system. Hence, the system

\[
\begin{align*}
x(t) &= a x(t - 1) + b x(t - 2) \\
Y(t) &= x(t) + c(t)
\end{align*}
\]

would also describe a process as shown in fig. 1.3. But now let us introduce
Figure 1.3: A simple sinusoidal function of time corrupted by a white noise

A random variable in the dynamic equation too, so that we change the dynamics to

\[ X(t) = a X(t-1) + b X(t-2) + \eta(t), \]

where \( \eta(t) \) is c.g. also a white noise process independent of \( \xi(t) \). Then with given \( x(t-1) \) and \( x(t-2) \) a definite determination of \( x(t) \) is no longer possible. We can give only probabilities for the value of \( x(t) \), that means, even if \( x(t-1) \) and \( x(t-2) \) are already known, \( x(t) \) is a random number, a realization of the random variable \( X(t) \). Hence by introducing a random variable into the dynamic equation \( X(t) \) becomes a random variable too (and therefore we have written capital letters \( X \) in eqn.1.9, to distinguish random variables from realizations).

If we now calculate realizations of this process then we get something like that seen in fig.1.4. You see the great difference from a pure cosine wave which we would obtain without the white noise in the dynamical equation,
but you see also the difference from the case in fig.(1.3) where only the observational noise is present. There is still some oscillation in the signal but irregularly, stochastically; it is a signal of a stochastic oscillator. The frequency of this oscillator is by construction the same as of the other two signals. But there is one difference now. I have changed the parameters $a$, $b$ a little bit, but in such a manner that the frequency will not be modified. However, a damping is introduced. Hence without the white noise the trajectory of the system $X(t)$ would look as in fig.1.5. This is necessary because the addition of the white noise in the dynamical equation acts like an external drive, as an input of energy and without a damping the trajectory would diverge.

A linear, stochastically driven oscillator is the most elementary stochastic dynamical system. Taking into account also the unavoidable observa-
Figure 1.5: A damped cosine wave described by a dynamical system without the white noise

\[ y(t) = ay(t-1) + by(t-2) \]
\[ a = 2 \exp(-\gamma/tau) \cos(2\pi\nu/1), \quad b = - \exp(-2/tau) \]

By superimposing such systems one may describe a wide variety, namely the whole class of linear stochastic systems. If we observe time-dependent processes in nature which already look very random one may ask whether they can be modelled by such a linear stochastic system.

Time dependent processes which look random are observed very frequently. In meteorology and climatology one registers the mean temperature or pressure of every day, month or year. The sequence of such values associated to different but equidistant times is called a time series. In fig.1.6 two prominent time series of climatology are shown, the first one is the difference of the atmospheric pressure at two meteorologic stations,
Figure 1.6: (a) Difference of the atmospheric pressures in Darwin and Tahiti; (b) the sea surface anomalies (SST, anomaly = difference from a mean value) at some point on the equator in front of the south american coast
Darwin in Australia and Tahiti. The second one is the difference of the sea surface temperature from a mean value at some location on the equator in front of the South American coast. One recognizes wild fluctuations but also regularities, at least some correlations. There are years where both quantities become large. These are the years when the so-called El-Niño phenomenon appears, a warm sea flow off the west coast of Peru causing heavy damage to the fishing and all industry depending on it.

Meteorology and climatology are the traditional fields where time series are registered. Modern analysis of such time series consists of finding a stochastic process of which the time series could be a realization. One calls this the identification problem and it means the fitting of parameters of a stochastic dynamical system to a time series. There are many other time series, also in other scientific fields. In medicine there are the electrocardiogram and electroencephalogram series which all of you have at least heard of but there are also less well known ones, e.g. those measuring the acceleration of the hand, observing by this means the fluctuations which are very small for normal persons but can become very large for persons with a certain disease, called Parkinson tremor. Fig.1.7 shows such time series from a normal person above and from a Parkinson tremor patient below. Apart from the different amplitudes (the difference in scale is not shown but the amplitude of a Parkinson time series is about 1000 times larger as for a series from a normal person) they look quite different. It turns out that the first series can really be described by a linear stochastic oscillator system whereas the Parkinson time series has been identified as a chaotic signal.

I would like to show you still another time series, namely a typical speech signal. If one measures the sound pressure with a rate of, say 13 kHz, one obtains a time series as given in fig.1.8. These are very instationary, because any phonem corresponds to a different stochastic process (see fig.1.9). Recognition of these different processes means speech recognition. This is a difficult but very exciting and also commercially attractive task.

In presenting these different time series and interpreting them as realizations of stochastic processes we have at the same time already mentioned some aims which are the motivation for the analysis. Whenever one has really found a mathematical model for the observed process, one can
Figure 1.7: Tremor time series (tremor = small fluctuations of a hand): (a) for a normal person; (b) for a person with Parkinson’s disease. The ratio of the scales is 1000.
Figure 1.8: A typical speech signal
Figure 1.9: Small parts from the time series in fig. 1.8 which correspond to different phonems.
• make predictions, this is e.g. interesting in climatology and meteorology. One wants e.g. to forecast the El-Niño events or other climatological signals.

• characterize the system and study the change of the characteristic parameters of the model in dependence on external influences. This is relevant to the tremor time series analysis.

• classify the time series or parts of it. This is a task which is necessary for speech recognition.

• code the time series. If with the identified model one can reconstruct the signal without too much distortion one may store or transmit the parameters of the model instead of the series. This may reduce the amount of information to be stored or transmitted considerably.

1.4 Continuous time stochastic processes

By considering the time series we have introduced a discrete time parameter because observations are being made at discrete, mostly equidistant time points. Also the stochastic models were adapted to this viewpoint and were formulated with a discrete time parameter. Dynamical systems formulated with a continuous time parameter are differential equations as e.g.

\[ \dot{x}(t) = -\alpha x(t) \]  

(1.11)

Given \( x \) at \( t = 0 \) one may calculate \( x(t) \) for any \( t > 0 \) from such an equation (here we get \( x(t) = x(0)e^{-\alpha t} \), an exponentially decreasing function). Again we may turn such a deterministic differential equation into a stochastic differential equation by adding e.g. white noise to the right hand side of eq.(1.11), leading to

\[ \dot{X}(t) = -\alpha X(t) + \eta(t) \]  

(1.12)

By this means \( X(t) \) becomes a stochastic process, a random variable for each time. Instead of a decreasing function \( x(t) \) as the solution of eqn.(1.12) we now obtain as realizations of \( \{ X(t), t > 0 \} \) trajectories as shown in fig. 1.10 . The relaxation to zero dictated by the deterministic part of the equation \((-\alpha x(t))\) is always disturbed by the noise. We get a stationary state of fluctuations about zero.
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Many such stochastic differential equations have been formulated up until now. The additional noise in these equations simulates the external influences, which cannot be taken into consideration in more detail. This is justified, if there are many different influences, say forces, which are all independent and add up to such a force fluctuating on a small time scale like a white noise. There are many situations where such a picture is a good approximation to the real situation: small particles in a fluid, pollutants in the air, macromolecules in a solution or in a polymeric melt. In rheology where one studies the flow behaviour of polymeric fluids this approach of formulating stochastic differential equations for the macromolecules has been very fruitful. The macromolecule is modelled as a chain of beads connected by springs which simulate the forces between the beads. For each bead one writes down the equation of motion in the classical manner, but one adds the noise term to simulate the external stochastic influences. By this a set of stochastic differential equations is obtained. The fourth
lecture will deal with such stochastic equations in rheology.

In this context one is not interested in a realization of $X(t)$, but more in statistical properties of such trajectories. One can show that experimentally accessible quantities are expressed by quantities like $< X^2(t) >$ or $< X(t)X(t+\tau) >$ where $< O(x) >$ means the expectation value of $O(X)$ to be calculated by e.g.

$$< O(X(t)) >= \int dx O(x)p(x,t) .$$

(1.13)

One will see that only the simplest of the stochastic differential equations can be treated analytically, that means, by giving closed mathematical expressions for such expectation values.

But a very powerful method, even for the most complicated stochastic differential equations is the simulation of the equation. One generates thousands or millions of realizations of the stochastic process formulated by the set of equations and evaluates the statistical properties. By this means one obtains again estimates of the expectation values which have to be treated like experimental values. One has to determine an interval, in which e.g. with 68% probability the true value of the expectation value lies. A proper discussion of the estimators is again a matter, where notions and concepts of stochastics are necessary. In the fifth lecture such simulations are presented and discussed.

### 1.5 Conclusions

In this introductory lecture we have pointed out that 'Stochastic Dynamical Systems' is a field in which one studies complex systems like polymeric fluids or the atmosphere with the concepts of mathematical stochastics and probability theory. We hope we have shown that these notions are really adequate and useful. (Some books about this topic are e.g. [1, 2, 3].)

We introduced the concept of a random variable and of the random or stochastic process and we briefly discussed those prominent topics within this field: the treatment of inverse problems, the identification of a stochastic dynamical system from a time series and the formulation and the simulation of stochastic differential equations. These topics will be studied more deeply in the following four lectures.
Chapter 2

Stochastic Concepts for Analyzing Experimental Data

J. Honerkamp

In this and the following lecture we will discuss various aspects of a characterization of a material by its specific response to external influences. The material we have in mind here is a polymeric melt. The external influences will be some types of deformation. But one will readily recognize that the methods used to analyze the response data, i.e. the raw experimental data and to interpret these in terms of a theoretical model will be very general. Also a couple of very useful concepts and methods of stochastic dynamical systems can be explained within this discussion.

2.1 The relaxation spectrum

A polymeric melt is a very complex material. It is not a pure, Newtonian fluid like water, it is not a solid like a rubber, it has viscous and elastic properties. In order to study these viscoelastic properties one may design experiments where some type of deformation is exerted on the material. It will respond with an internal stress which may be characteristic for that material. For a sudden step strain e.g. an internal shear stress will appear, relax and approach zero after a while. The form of this relaxation will be different for different materials. (For a solid these stresses stay
constant, for a Newtonian fluid like water there are no stresses at all.) If the deformation \( \gamma_0 \) is small enough (what this means depends on the material) the internal shear stress \( \tau(t) \) is a product of the amount of deformation, \( \gamma_0 \), and of the relaxation modulus, which describes the approach of the stress to zero:

\[
\tau(t) = \gamma_0 G(t) \, .
\]  

(2.1)

We call the region of deformation where \( \tau(t) \) is proportional to \( \gamma_0 \) the regime of linear viscoelasticity. The relaxation modulus \( G(t) \) is defined only for \( t \geq 0 \) (\( t = 0 \) is the time where the deformation is applied to the material). The decrease of \( G(t) \) with time can be described by a superposition of decreasing exponential functions

\[
G(t) = \sum_{\alpha=1}^{M} h_\alpha e^{-t/\tau_\alpha} \, .
\]  

(2.2)

where the \( \tau_\alpha, \alpha = 1, \ldots, M \) are some relaxation times and the \( h_\alpha, h_\alpha > 0 \) are the weights which measure the contribution of a process with the characteristic time \( \tau_\alpha \) to the whole relaxation process.

Hence, in a first Ansatz of a linear viscoelastic theory one resolves the whole relaxation process into a superposition of elementary processes which are governed by some relaxation time. This idea is plausible from the point of view that the constituents of the polymeric melt, the macromolecules, are long chains which, under a sudden deformation of the material, are stretched. The adaption to this new shape of the bulk body will take time and due to the complicated structure and interaction there will be different time scales. Turning it around, if we introduce a relaxation process for every time scale, then there may be more and less dominant relaxation times i.e., different weights for each relaxation time. Hence we may introduce a continuous relaxation spectrum \( h(\tau) \), so that the relaxation modulus \( G(t) \) is now expressed as

\[
G(t) = \int_{-\infty}^{\infty} d\tau \ln h(\tau) e^{-t/\tau} \, .
\]  

(2.3)

and we get back a relation like (2.2) if we introduce a grid of relaxation times \( [\tau_\alpha, \alpha = 1, \ldots, M] \) and describe the integral in (2.3) as

\[
G(t) = \sum_{\alpha=1}^{M} h(\tau_\alpha) m_\alpha e^{-t/\tau_\alpha} \, .
\]  

(2.4)
where \( m_\alpha \) are the weights due to the discretization of the integral. The relaxation spectrum \( h(\tau) \) or the set \( \{ h_\alpha = h(\tau_\alpha) \} \) with suitable chosen \( \tau_\alpha \) is a candidate for a characterization of the material, and there is some experience which makes us believe that the spectrum is really a good characteristic function. If this is true, then one should be able to judge, alone from the knowledge of the relaxation spectrum, the flow behaviour. At least there should be a simple relationship between the relaxation spectrum and some relevant properties of a flow of these melts in an industrial process. And if the relaxation spectrum is really able to play a central role in the characterization of a material, then also other properties, such as e.g. those of the molecular mass distribution should be inferable from it.

There is another reason why the relaxation spectrum is a useful quantity. The sudden shear deformation is not the only standard influence on a material we can apply. Sometimes there are other types of deformations which are more easily applicable. Each of these standard experiments introduces a material function like the relaxation modulus \( G(t) \). The common information content is the relaxation spectrum and once this spectrum is known, all material functions can be calculated. This is the task for which the spectrum is most frequently used today. From one material function one tries to infer the relaxation spectrum. Then the other material functions can be calculated. We will call this the conversion task of the relaxation spectrum contrary to the characterization task we mentioned above.

### 2.2 Measuring the dynamic moduli

A deformation history for which the corresponding material function is relatively quickly and easy accessible is the oscillatory shear flow. If we denote the instantaneous shear (in the \( x - y \) plane, say) by \( \gamma(t) \), then in oscillatory shear flow we have

\[
\gamma(t) = \gamma_0 \cos \omega t, \quad t \geq 0,
\]

where \( \omega \) is the frequency and \( \gamma_0 \) the amplitude. On the other hand the general relationship between internal stress \( \tau(t) \) and shear rate \( \dot{\gamma}(t) \) reads
(see e.g. [4])
\[
\tau(t) = \int_0^t ds \, G(s) \gamma(t - s)
\]  \hspace{1cm} (2.6)
where $G(s)$ is the relaxation modul introduced in section 2.1. In a complex notation we write now $\gamma(t)$ as
\[
\gamma(t) = Re \left( \gamma_0 e^{i \omega t - i \varphi} \right), \quad t \geq 0 ,
\]  \hspace{1cm} (2.7)
where we introduced a phase $\varphi$ for generality. (Actually we have $\varphi = \pi/2$ in an experiment so that $\gamma(t) = \gamma_0 \sin(\omega t)$). Then we obtain
\[
\tau(t) = Re \left\{ \int_0^t ds \, G(s) \omega \gamma_0 e^{-i \varphi} e^{i \omega (t - s)} \right\}.
\]  \hspace{1cm} (2.8)
In the steady state regime ($t \to \infty$) we get
\[
\tau(t) = Re \left( \omega \gamma_0 e^{i \omega t - i \varphi} \tilde{G}(\omega) \right),
\]  \hspace{1cm} (2.9)
with
\[
\tilde{G}(\omega) = \int_0^\infty ds \, G(s)e^{-i \omega s}.
\]  \hspace{1cm} (2.10)
If we write
\[
\tilde{G}(\omega) = \frac{1}{\omega} \left( G''(\omega) - i G'(\omega) \right)
\]  \hspace{1cm} (2.11)
where $G''(\omega)$ is the loss modulus and $G'(\omega)$ the storage modulus, we finally end up with
\[
\tau(t) = \gamma_0 \left( G'(\omega) \cos(\omega t - \varphi) - G''(\omega) \sin(\omega t - \varphi) \right) \hspace{1cm} (2.12)
\]
Hence under an oscillatory shear flow a linear viscoelastic material responds with an internal stress which is also a superposition of a sine and cosine function with the same frequency. For small oscillatory shear flow we have two real material functions, $G'(\omega)$ and $G''(\omega)$, or one complex function $\tilde{G}(\omega)$.

The extraction of this quantity from the stress signal $\tau(t)$ is usually done by Fourier-transformation:

\[
G'(\omega) = \frac{1}{\gamma_0 T} \frac{1}{nT} \int_0^{nT} dt \, \tau(t) \cos \omega t ,
\]  \hspace{1cm} (2.13a)
\[
G''(\omega) = \frac{1}{\gamma_0 T} \frac{1}{nT} \int_0^{nT} dt \, \tau(t) \sin \omega t , \quad T = 2\pi/\omega.
\]  \hspace{1cm} (2.13b)
where \( n \) is some integer so that \( nT \) is approximately equal to the length of the time signal. We are, however, also interested in the experimental error of the material functions, which is due to statistical fluctuations of the signal. Therefore we prefer another method, a usual linear regression method, for estimating \( G'(\omega) \) and \( G''(\omega) \) by which the error is also easily obtained. But before we discuss this method let us mention two immediate generalizations.

- If the deformation history is generalized to
  \[
  \gamma(t) = \sum_{i=1}^{K} a_i \cos \omega_i t
  \]  
  (2.14) 
  with given \((\omega_i, a_i)\), we obtain in the linear regime (in the following we will neglect the phase \( \varphi \)):
  \[
  \tau(t) = \sum_{i=1}^{K} a_i (G'(\omega_i) \cos \omega_i t - G''(\omega_i) \sin \omega_i t).
  \]  
  (2.15) 
  The stress signal is a superposition of the signal for each frequency. This is the consequence of the linear relationship. The regression method to be discussed below for estimating \( G'(\omega) \) and \( G''(\omega) \) can also be applied to this case and with a shear deformation history like (2.14) we will obtain the relaxation moduli \( G'(\omega) \), \( G''(\omega) \) and their experimental errors at the frequencies \( \omega_i, i = 1, \ldots, K \).

- Nonlinear behaviour will appear as a nonharmonic periodic time behaviour of \( \tau(t) \). Higher harmonics will be observed in the stress signal. This may be represented then e.g. as
  \[
  \tau(t) = \gamma_0 (G'(\omega) \cos \omega t - G''(\omega) \sin \omega t)
  \]  
  (2.16) 
  
  \[
  + G'_2(\omega) \cos 3\omega t - G''_2(\omega) \sin 3\omega t
  \]  
  
  \[
  + G'_3(\omega) \cos 5\omega t - G''_3(\omega) \sin 5\omega t + \ldots
  \]  
  where \( G'_n(\omega), \ldots \) may still depend on \( \gamma_0 \). Our procedure to extract \( G'(\omega) \) and \( G''(\omega) \) from a time series \( \tau(t_i), i = 1, \ldots, N \) can easily be generalized to the estimation of the coefficients \( G'(\omega), G''(\omega), G'_3(\omega), \ldots \).

In the linear regression method the coefficients \( G'(\omega) \) and \( G''(\omega) \) are found
from the stress signal \(\tau(t_i), i = 1, \ldots, N\) by minimizing the discrepancy

\[
\chi^2 = \sum_{i=1}^{N} \frac{1}{\sigma_i^2} \left( \tau(t_i) - \gamma_0 \left( G'(\omega) \cos \omega t_i - G''(\omega) \sin \omega t_i \right) \right)^2 ; \tag{2.17}
\]

that means, \(G'(\omega)\) and \(G''(\omega)\) are chosen so that \(\chi^2\) is minimal. Here \(\sigma_i\) are the experimental errors of \(\tau(t_i)\), i.e. the experimental error of the stress measurement at \(t = t_i\). We assume this error to be constant, \(\sigma_0 = \sigma_0\). Under this assumption it is not necessary that the value of the error is known, it can be estimated by the regression method. The formulation of the fit problem as such a minimization problem and its final solution is very well known and every student who will ever be confronted with data will have to learn it. But there are two points which are not so well known but which are extremely important and therefore also deserve to belong to common wisdom.

- The first point is that there is an elegant solution for the coefficients and their errors. In order to introduce this, let me write formula (2.12) at the points \(t_i\) where \(\tau(t)\) is measured as

\[
\tau(t_i) = \sum_{\alpha=1}^{L} K_{i\alpha} G_\alpha, \quad i = 1, \ldots, N , \tag{2.18}
\]

\(G_\alpha, \alpha = 1, \ldots, L\) are the coefficients to be estimated and \(K_{i\alpha}\) are the elements of an \(N \times L\) matrix \(K\). (In our case \(L = 2\) and \(K_{11} = \gamma_0 \cos \omega t_i, \ G_1 = G'(\omega), \ K_{12} = -\gamma_0 \sin \omega t_i, \ G_2 = G''(\omega)\). Then we have to minimize

\[
\chi^2 = \sum_{i=1}^{N} \frac{1}{\sigma_i^2} \left( \tau(t_i) - \sum_{\alpha=1}^{L} K_{i\alpha} G_\alpha \right)^2 . \tag{2.19}
\]

The coefficients \(\{G_\alpha\}\) which minimize \(\chi^2\) are now given directly in terms of quantities which appear in the so-called singular value decomposition of the matrix \(K\).

This decomposition reads

\[
K = \sum_{j=1}^{L} w_j u_j v_j^T \tag{2.20}
\]

where \(u_j, j = 1, \ldots, L\) are the \(L\) eigenvectors to the \(N \times N\) matrix \(KK^T\) with the largest eigenvalues; \(v_j, j = 1, \ldots, L\) are the eigenvectors of the
$L \times L$ matrix $K^T K$ and $w_j, j = 1, \ldots , L$ are the singular values, which are related to the eigenvalues $\lambda_j$ of $K^T K$ by $w_j = \sqrt{\lambda_j}$.

Numerical algorithms for calculating these quantities for a given matrix $K$ can be found in nearly every numerical library, (e.g. in the IMSL, the NAG or in [5]) and in terms of these quantities the solution of the regression problem reads

$$G_\alpha = \sum_{j=1}^{L} \frac{1}{w_j} (v_j)_\alpha \left( \sum_{i=1}^{N} (u_j)_i \cdot \tau(t_i) \right).$$

(2.21)

The error $\sigma(G_\alpha)$ of $G_\alpha$ can be calculated from

$$\sigma^2(G_\alpha) = \sigma_0^2 \sum_{j=1}^{L} \frac{1}{w_j^2} ((v_j)_\alpha)^2.$$  

(2.22)

and the constant experimental error $\sigma_0$ of the stress measurements can be estimated by

$$\sigma_0 = \sqrt{\chi^2_{\text{min}}/(N - L)}.$$ 

(2.23)

where $\chi^2_{\text{min}}$ is the value of $\chi^2$ at its minimum.

- The second point can easily be inferred from these formulae. The solutions $G_\alpha$ are not well defined if some $w_j$ become very small (compared to the largest singular value which will set the scale). Small changes in the experimental value $\tau(t_i)$ (which may be realized in a further, but identical experiment) will lead to large changes in the solution. The solution is badly defined which is also expressed by the fact, as one deduces from (2.22), that the variance, the statistical error of $G_\alpha$ is very large. In the case we are just considering this problem does not arise and we will come to this point later in the next lecture.

We will demonstrate the use of the linear regression method for estimating the material functions including their errors with some examples.

Fig.2.1 shows typical cases of functions $\gamma(t)$ and $\tau(t)$, where $\gamma(t) = \gamma_0 \cos \omega t$ with $\gamma_0 = 10\%$ in (a) and $\gamma_0 = 0.1\%$ in (b). The results for the material functions are

$$G'(\omega) = 645.55 \pm 0.31, \quad G''(\omega) = 1140.00 \pm 0.42$$ 

(2.24)
Figure 2.1: Strain and stress as function of time in an oscillatory shear flow, measured at a PS sample (Rheometrics): (a) Strain amplitude 10%; (b) Strain amplitude (0.1%), so that the experimental noise is high

and

\[ G'(\omega) = 664.65 \pm 10.23, \quad G''(\omega) = 1212.61 \pm 13.83. \]  \hspace{1cm} (2.25)

respectively. Due to the very small strain amplitude in (b) the experimental noise is high. The material functions can still be determined by the least square method. Of course, the statistical errors are much larger.

2.3 The least-square estimation of the spectrum

Having discussed how to obtain the values of the dynamic moduli \( G'(\omega), G''(\omega) \) including their statistical experimental errors from the stress time series we will start from these dynamical moduli as the experimental data. If \( \omega_i, i = 1, \ldots, N \) are the frequencies of the oscillatory flow we have applied,
our data consist of \( \{\omega_i, g_i^{\sigma}, \sigma_i^{\sigma}, g_i^{\alpha}, \sigma_i^{\alpha}; i = 1, \ldots, N\} \), where e.g. \( g_i^{\sigma} \) denotes the value obtained for \( G(\omega_i) \) and \( \sigma_i^{\sigma} \) is the corresponding error. Our task is now to find from these data the relaxation spectrum, which we already introduced in the discussion of the relaxation modulus

\[
G(t) = \sum_{\alpha=1}^{M} h_{\alpha} e^{-t/\tau_{\alpha}}. \tag{2.26}
\]

From (2.10) we obtain then

\[
\tilde{G}(\omega) = \int_{0}^{\infty} ds G(s) e^{-i\omega s} = \int_{0}^{\infty} ds \sum_{\alpha=1}^{M} h_{\alpha} e^{-\frac{1}{\tau_{\alpha}} + i\omega s}
\]

\[
= \sum_{\alpha=1}^{M} h_{\alpha} \frac{1}{\frac{1}{\tau_{\alpha}} + i\omega} = \sum_{\alpha=1}^{M} h_{\alpha} \frac{\tau_{\alpha}(1 - i\omega \tau_{\alpha})}{1 + (\omega \tau_{\alpha})^2}, \tag{2.27}
\]

so that the dynamic moduli are represented by the spectrum in the following way:

\[
G'(\omega) = \sum_{\alpha=1}^{M} h_{\alpha} \frac{(\omega \tau_{\alpha})^2}{1 + (\omega \tau_{\alpha})^2}, \quad G''(\omega) = \sum_{\alpha=1}^{M} h_{\alpha} \frac{\omega \tau_{\alpha}}{1 + (\omega \tau_{\alpha})^2}. \tag{2.28}
\]

The set of relaxation times \( \{\tau_{\alpha}; \alpha = 1, \ldots, M\} \) are chosen equidistantly distributed on a logarithmic time scale. In order to find the set of weights \( \{h_{\alpha}; \alpha = 1, \ldots, M\} \) for which the differences

\[
g_i^{\sigma} - \sum_{\alpha=1}^{M} h_{\alpha} \frac{(\omega_i \tau_{\alpha})^2}{1 + (\omega_i \tau_{\alpha})^2} \quad \text{and} \quad g_i^{\alpha} - \sum_{\alpha=1}^{M} h_{\alpha} \frac{\omega_i \tau_{\alpha}}{1 + (\omega_i \tau_{\alpha})^2} \tag{2.29}
\]

are as small as possible, we define the discrepancy as

\[
\chi^2 = D(\{g_i^{\sigma}\}, \{h_{\alpha}\})
\]

\[
= \sum_{i=1}^{N} \frac{1}{\sigma_i^{\sigma}} \left( g_i^{\sigma} - \sum_{\alpha=1}^{M} h_{\alpha} \frac{(\omega_i \tau_{\alpha})^2}{1 + (\omega_i \tau_{\alpha})^2} \right)^2 + \sum_{i=1}^{N} \frac{1}{\sigma_i^{\alpha}} \left( g_i^{\alpha} - \sum_{\alpha=1}^{M} h_{\alpha} \frac{\omega_i \tau_{\alpha}}{1 + (\omega_i \tau_{\alpha})^2} \right)^2 \tag{2.30}
\]

and look for that set \( \{h_{\alpha}\} \) for which \( \chi^2 \) is minimal.

We call this set the least-square estimator and as mentioned in sect.2.2 it can easily be found with the singular value decomposition of the \( 2N \times M \) matrix \( K \) with

\[
K_{i\alpha} = \frac{1}{\sigma_i^{\sigma}} \frac{\omega_i \tau_{\alpha}}{1 + (\omega_i \tau_{\alpha})^2}, \quad i = 1, \ldots, N \tag{2.31a}
\]
\[
K_{i\omega} = \frac{1}{\sigma_{iN}^2} \frac{(\omega_{iN}\tau_0)^2}{1 + (\omega_{iN}\tau_0)^2}, \quad i = N + 1, \ldots, 2N.
\] (2.31b)

The least-square estimator then reads
\[
h_\omega = \sum_{j=1}^{M} \frac{1}{u_j}(v_j)_\omega (u_j \cdot g^\star)
\] (2.32)
with \( g^\star = (g_1^\star, \ldots, g_{2N}^\star) \) where
\[
g_i^\star = \frac{g_i}{\sigma_i}, \quad i = 1, \ldots, N
\] (2.33a)
\[
g_i^\star = \frac{g_i}{\sigma_i}, \quad i = N + 1, \ldots, 2N
\] (2.33b)
and the \( u_j, v_j, j = 1, \ldots, M \) are given by the singular value decomposition of the matrix \( K \). The statistical errors \( \sigma(h_\omega) \) are calculated from
\[
\sigma^2(h_\omega) = \sum_{j=1}^{M} \frac{1}{u_j^2}((v_j)_\omega)^2.
\] (2.34)

In section 2.2 it was mentioned that there is always the danger that the statistical uncertainties of the least-square estimator are too large so that this estimator is not meaningful anymore. This is now just what happens. The larger \( M \) is, i.e. the higher the resolution we choose on the \( \tau \)-axis, the broader the range which is covered by the singular values and the smaller the smallest singular values become. This is plausible because our problem is the discrete version of the solution of an integral equation of the first kind. We look for the solution \( h(\tau) \) of
\[
G(\omega) = \int_{-\infty}^{+\infty} d\ln \tau \ K(\omega, \tau)h(\tau),
\] (2.35)
which, if the integral is approximated by a discrete sum, takes the form
\[
G(\omega_i) = \sum_{\alpha=1}^{M} \ln \left( \frac{\tau_\alpha}{\tau_{\alpha+1}} \right) K(\omega_i, \tau_\alpha)h(\tau_\alpha).
\] (2.36)

With increasing \( M \) the distance between nearest points \( (\tau_\alpha, \tau_{\alpha+1}) \) decreases; the columns in the matrix \( K \), therefore, become less independent, leading to smaller singular values (strict dependence leads to a zero singular value). The growth of the errors with increasing \( M \) is demonstrated in fig.2.2 for some experimental data, the least-square estimator is shown with \( M = 8 \).
and with $M = 16$. One recognizes the dramatic increase of the errors. That means, there is not only one set of weights $\{h_\alpha\}$ which nicely fits the experimental data, but a continuum of sets in the neighborhood of the least-square estimator. To understand this better and to formulate it more precisely let us look at the discrepancy achieved by the least-square estimator. One can show that one expects a value around $2N - M \leq 2N$ for it. But even, if each individual discrepancy, e.g.

$$g_i^{\sigma^2} = \sum_{\alpha=1}^{M} h_\alpha \frac{(\omega_i \tau_\alpha)^2}{1 + (\omega_i \tau_\alpha)^2}$$

(2.37)

is of the order of $\sigma_i$ (so that $\chi^2$ is of the order of $2N$, which is the number of experimental data), the fit $\{h_\alpha\}$ can be considered to be compatible with the experimental data. We will therefore define those sets $\{h_\alpha\}$ as compatible with the data, for which the inequality

$$D(\{g_i^{\sigma^2}\}, \{h_\alpha\}) \leq 2N$$

(2.38)

holds. Then we could follow from this discussion that there are many sets $\{h_\alpha\}$ of weights which are compatible with the experimental data. The least-square estimator is just one of these (see fig.2.3). If we would repeat the experiment getting slightly different experimental data we could obtain a largely different least-square estimator out of these because small
Figure 2.3: Example of a spectrum with three weights \(\{h_1, h_2, h_3, h_1 + h_2 + h_3 = 1\}\). The interior of the triangle is the allowed region where \(h_i \geq 0\). \(P_{LS}\) is the least square estimator, \(G\) is the region of sets which are compatible with the data.

variations of the data may lead to large variations of the least-square estimator. If this situation arises which is signalized by small singular values compared to the largest one, the problem of fitting the data by a set of weights is called ill-conditioned or ill-posed. The proper treatment of ill-posed problems is discussed thoroughly in the mathematical literature and the main methods are briefly discussed in chapter 3.

\[ 2.4 \text{ Material functions and the relaxation spectrum} \]

Until now we have studied two material functions, the relaxation modulus \(G(t)\) measurable in a sudden shearing displacement experiment, and
the dynamic moduli $G'(\omega), G''(\omega)$, which are measured in oscillatory shear deformation. All these material functions can be expressed through the relaxation spectrum. We have

$$G(t) = \sum_{\alpha=1}^{M} h_\alpha e^{-t/\tau_\alpha} \quad (2.39)$$

and

$$G'(\omega) = \sum_{\alpha=1}^{M} h_\alpha \frac{\omega \tau_\alpha}{1 + (\omega \tau_\alpha)^2}, \quad G''(\omega) = \sum_{\alpha=1}^{M} h_\alpha \frac{\omega \tau_\alpha}{1 + (\omega \tau_\alpha)^2}. \quad (2.40)$$

If we have determined a material function by one experiment we could estimate the spectrum $\{h_\alpha\}$ and with this information we are able to predict the other material functions. This conversion will be considered in sect. 2.5. Here we would like to list the various material functions as well as some related constants.

From $G(t)$ we may infer the constants

$$G(0) = \sum_{\alpha=1}^{M} h_\alpha \quad \text{and} \quad \dot{G}(0) = -\sum_{\alpha=1}^{M} \frac{h_\alpha}{\tau_\alpha}, \quad (2.41)$$

which are, however, not experimentally well accessible because of the great experimental uncertainties for small times in the sudden deformation experiment.

Looking at

$$\tilde{G}(\omega) = \frac{1}{\omega} \left( G''(\omega) - iG'(\omega) \right) \quad (2.42)$$

for $\omega \to 0$ we obtain

$$\tilde{G}(\omega) = (\eta_0 + O(\omega^2)) - i(\omega + O(\omega^3)) \quad (2.43)$$

with

$$\eta_0 = \sum_{\alpha=1}^{M} h_\alpha \tau_\alpha, \quad \beta = \sum_{\alpha=1}^{M} h_\alpha \tau_\alpha^2. \quad (2.44a, 2.44b)$$

If we plot $|\tilde{G}(\omega)|$ as function of $\omega$ we get a curve which for $\omega \to 0$ increases and reaches a plateau at $\eta_0$.

Further standard experiments and the related material functions are
1. Stress growth upon inception of steady shear flow: \( \gamma(t) = \gamma_0 t \) for \( t \geq 0 \), \( \gamma(t) = 0 \) for \( t < 0 \).

Then we have \( \dot{\gamma}(t) = \gamma_0 \) for \( t > 0 \) and

\[
\tau(t) = \gamma_0 \int_{0}^{t} ds G(s) .
\] (2.45)

With (2.39) we obtain

\[
\tau(t) = \gamma_0 \sum_{\alpha=1}^{M} h_\alpha \int_{0}^{t} ds e^{-s/\tau_\alpha} \equiv \gamma_0 \eta^+(t) \] (2.46)

with

\[
\eta^+(t) = \sum_{\alpha=1}^{M} h_\alpha \tau_\alpha (1 - e^{-t/\tau_\alpha}).
\] (2.47)

For \( t \to \infty \) we obtain

\[
\eta^+(t) \to \eta_0 = \sum_{\alpha=1}^{M} h_\alpha \tau_\alpha .
\] (2.48)

2. Stress relaxation after shear flow:

\[
\gamma(t) = \begin{cases} 
\gamma_0 t, & 0 < t < t_1 \\
\gamma_0 t_1, & t_1 < t .
\end{cases}
\] (2.49)

Then

\[
\tau(t) = \gamma_0 \int_{0}^{t} G(s) ds = \gamma_0 \sum_{\alpha=1}^{M} h_\alpha \tau_\alpha (1 - e^{-t/\tau_\alpha}), \quad 0 \leq t \leq t_1 ,
\] (2.50a)

\[
\tau(t) = \gamma_0 \int_{t_1}^{t} G(s) ds = \gamma_0 \sum_{\alpha=1}^{M} h_\alpha \tau_\alpha (e^{(t-t_1)/\tau_\alpha} - e^{-t/\tau_\alpha}), \quad t \geq t_1 .
\] (2.50b)

3. We may apply a given stress \( \tau_0 \) for \( t > 0 \) and measure the deformation \( \gamma(t) \). In a linear regime then

\[
\gamma(t) = \tau_0 J(t)
\] (2.51)
where the creep or compliance function $J(t)$ can be represented as

$$J(t) = \frac{t}{\eta_0} + J(0) + \sum_{\alpha=1}^{M} l_\alpha (1 - e^{-t/\tau_\alpha}) .$$

(2.52)

Here a retardation spectrum \( \{ l_\alpha \} \) is introduced, it serves for representing $J(t)$ in a simple form, but it is not independent from the relaxation spectrum [6]. For the Fourier-transform we obtain

$$\tilde{J}(\omega) = \frac{1}{\eta_0} \frac{1}{(i\omega)^2} + \frac{1}{i\omega} \left( J(0) + \sum_{\alpha=1}^{M} l_\alpha \right) - \sum_{\alpha=1}^{M} l_\alpha \frac{\tau_\alpha}{1 + i\omega \tau_\alpha}$$

(2.53)

and one can show, that the relation

$$\tilde{J}(\omega) = \frac{1}{(i\omega)^2 \tilde{G}(\omega)}$$

(2.54)

holds by which also follows that the factor in front of $t$ in $J(t)$ and of $\frac{1}{(i\omega)^2}$ in $\tilde{J}(\omega)$ is just $\frac{1}{\eta_0}$. \( \tilde{J}(\omega) \) is a complex quantity as $\tilde{G}(\omega)$ and one may introduce similar to $G'(\omega)$ and $G''(\omega)$ two real dynamical creep functions $J'(\omega)$ and $J''(\omega)$ by

$$\tilde{J}(\omega) = \frac{1}{\omega} (-J''(\omega) - iJ'(\omega)) .$$

(2.55)

Then we obtain

$$J''(\omega) = \frac{1}{\eta_0 \omega} + \sum_{\alpha=1}^{M} l_\alpha \frac{\omega \tau_\alpha}{1 + (\omega \tau_\alpha)^2} ,$$

(2.56a)

$$J'(\omega) = J(0) - \sum_{\alpha=1}^{M} l_\alpha \frac{(\omega \tau_\alpha)^2}{1 + (\omega \tau_\alpha)^2} ,$$

(2.56b)

and because of

$$-(\omega \tilde{J}(\omega)) = J''(\omega) + iJ'(\omega) = \frac{1}{\omega \tilde{G}(\omega)} = \frac{1}{G'' - iG'} = \frac{G'' + iG'}{G''^2 + G'^2}$$

(2.57)

we have also

$$J''(\omega) = \frac{G''(\omega)}{G''^2(\omega) + G'^2(\omega)} ,$$

(2.58a)

$$J'(\omega) = \frac{G'(\omega)}{G''(\omega) + G'^2(\omega)} .$$

(2.58b)
Figure 2.4: The dynamic moduli $G'(\omega)$, $G''(\omega)$ and $|\tilde{G}(\omega)|$ in (a) and the corresponding $J'(\omega)$, $J''(\omega)$ in (b); (data from Rheometries).

Fig. 2.4 shows $G'(\omega)$, $G''(\omega)$ and $|\tilde{G}(\omega)|$ for a PDMS-sample, as well as the corresponding $J'(\omega)$, $J''(\omega)$ and $\tilde{J}(\omega)$.

As this discussion shows, $\tilde{J}(\omega)$ is easily calculable from $\tilde{G}(\omega)$, but in order to infer $J(t)$ one has to convert $\tilde{J}(\omega)$ into $J(t)$. This can only be done by estimating the retardation spectrum from $\tilde{J}(\omega)$ in order to calculate $J(t)$ from this. We will discuss such problems in the next section.

4. Creep recovery

$$\tau = \begin{cases} \tau_0 & \text{for} \quad 0 < t < t_1 \\ 0 & \text{for} \quad t_1 < t \end{cases} \quad (2.59)$$

Then

$$\gamma(t) = \begin{cases} \tau_0 J(t) & \quad 0 \leq t \leq t_1 \\ \tau_0 (J(t) - J(t - t_1) + J(t_1)) & \quad t_1 < t \end{cases} \quad (2.60a)$$

or

$$\gamma(t) = \tau_0 \left(\frac{t}{\eta_0} + J(0) - \sum_{\alpha=1}^{M} \int_{0}^{t} \int_{0}^{t_{\alpha}} \right) \quad 0 \leq t \leq t_1 \quad (2.60b)$$

or

$$\gamma(t) = \tau_0 \left(\frac{t_1}{\eta_0} + J(0) - \sum_{\alpha=1}^{M} \int_{0}^{t} \int_{0}^{t_{\alpha}} \right) \quad t_1 < t \quad (2.61a)$$

or

$$\gamma(t) = \tau_0 \left(\frac{t_1}{\eta_0} + J(0) - \sum_{\alpha=1}^{M} \int_{0}^{t} \int_{0}^{t_{\alpha}} \right) \quad t_1 < t \quad (2.61b)$$
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2.5 Conversion with the least-square estimator

As explained already in sect. 2.4 one may determine one material function from another with help of the spectrum. Hence \( G(t) \) can be calculated, if the relaxation spectrum is inferred from the dynamic moduli, \( J(t) \) is easily obtained if the retardation spectrum has been estimated from \( J(\omega) \).

Sometimes this conversion is done with the least-square estimator of the spectrum or with some methods which try to improve the least-square estimator. As we have seen in sect. 2.3 the least-square estimator either does not resolve the spectrum well enough or, for higher resolution, it is corrupted by too large errors. The attempts to improve this estimator by introducing the positivity condition or varying the gridpoints \( \tau_n \) in order to get an even smaller discrepancy, do not change this situation. On the other hand the conversion seems to work very well with the least-square estimator taken for the spectrum. We will study this problem here and do various conversions with the least-square estimator. We will see, that indeed the conversion task can be done satisfactorily by the least-square estimator.

We start with a theoretical spectrum and simulate experimental data \( g_i^{\prime\prime}, g_i^{\prime\prime\prime} \) from it. Then we will determine the least-square estimator from these data and calculate from this the material functions \( G(t), \Psi^*(t) \) and \( \Psi_{1,0}(t) \), which is the first normal stress coefficient extrapolated to zero strain (see [7, 8]). Furthermore we can derive \( J'(\omega), J''(\omega) \) from \( G'(\omega), G''(\omega) \) and infer from these creep material functions the least-square estimator of the retardation spectrum, by which finally \( J(t) \) can be obtained.

As the theoretical spectrum we choose the function

\[
\hat{h}(\tau) = A_1 e^{-\left(\ln(\tau/\tau_1)\right)^2/2\lambda_1^2} + A_2 e^{-\left(\ln(\tau/\tau_2)\right)^2/2\lambda_2^2}.
\]  

(2.62)

That means, on a logarithmic \( \tau \)-axis the spectrum is a superposition of two Gaussian curves with maxima at \( \tau_1 \) and \( \tau_2 \) and width \( \lambda_1 \) and \( \lambda_2 \) respectively. The height of the maxima are dictated by \( A_1 \) and \( A_2 \).

The synthetic data are then obtained via

\[
g_i^{\prime\prime} = G'(\omega_i)(1 + \sigma_0 \eta_i')
\]

(2.63a)

\[
g_i^{\prime\prime\prime} = G''(\omega_i)(1 + \sigma_0 \eta_i'') \quad i = 1, \ldots, N
\]

(2.63b)

where \( \sigma_0 \) is the relative error, \( \eta_i', \eta_i'' \) are standard normally distributed ran-
dom numbers and \( G'(\omega_i), G''(\omega_i) \) are calculated according to

\[
G'(\omega_i) = \int_{-\infty}^{+\infty} d\ln \tau \, h(\tau) \frac{(\omega_i \tau)^2}{1 + (\omega_i \tau)^2}
\]

(2.64)

and

\[
G''(\omega_i) = \int_{-\infty}^{+\infty} d\ln \tau \, h(\tau) \frac{\omega_i \tau}{1 + (\omega_i \tau)^2}
\]

(2.65)

where we have chosen

\[
\omega_i = \omega_{\text{min}} \left( \frac{\omega_{\text{max}}}{\omega_{\text{min}}} \right)^{\frac{i-1}{N-1}}, \quad i = 1, \ldots, N
\]

(2.66)

so that we get the frequencies also equally distributed on a logarithmic scale and the integrals in (2.64) and (2.65) are approximated by a sum, e.g.

\[
G'(\omega_i) = \sum_{\alpha=1}^{M} h(\tau_{\alpha}) m_{\alpha} \frac{(\omega_i \tau_{\alpha})^2}{1 + (\omega_i \tau_{\alpha})^2} \equiv \sum_{\alpha=1}^{M} \left( m_{\alpha} \frac{(\omega_i \tau_{\alpha})^2}{1 + (\omega_i \tau_{\alpha})^2} \right) h_{\alpha}
\]

(2.67)

where \( \tau_{\alpha} = \tau_{\text{min}} \left( \frac{\tau_{\text{max}}}{\tau_{\text{min}}} \right)^{\frac{\alpha-1}{M-1}} \), \( \alpha = 1, \ldots, M \) and therefore

\[
m_{\alpha} = \ln(\tau_{\alpha}/\tau_{\alpha-1}) = \frac{1}{M-1} \ln\left(\frac{\tau_{\text{max}}}{\tau_{\text{min}}}\right).
\]

In the following we will always choose \( \sigma_0 = 0.03 \) (that means there is a constant relative error of 3%) and \( \omega_{\text{min}} = 5 \cdot 10^{-4}, \omega_{\text{max}} = 5 \cdot 10^4 \). Fig. 2.5 shows in (a) a theoretical spectrum, in (b) some data for \( G'(\omega) \) and \( G''(\omega) \) derived from it. In (a) also the least-square estimator is shown. Because there are not many grid points \( \tau_{\alpha} \) the errors are not too large, but the spectrum is not resolved very well.

In (c) the least-square estimator of the retardation spectrum as derived from \( J'(\omega) \) and \( J''(\omega) \) is presented whereas \( J'(\omega) \) and \( J''(\omega) \) are shown in (d). The material functions calculated from these least square estimators are given in fig.2.5 (e)- (h), namely the relaxation modulus \( G(t) \) in (e), the compliance function \( J(t) \) in (f), \( \eta^+(t) \) in (g) and \( \Psi_{1,0}(t) \) in (h). The solid lines refer always to the calculations by the true spectra (the relaxation spectrum was given, the true retardation spectrum was derived analytically from this), the marks are due to the calculation of these material functions by the least-square estimators of the spectra.
Figure 2.5: (a) a theoretical spectrum; (b) some data for $G'(\omega), (+)$ and $G''(\omega), (x)$ derived from it; (c) the least-square estimator of the retardation spectrum as well as the theoretical result for it calculated from the given relaxation spectrum; (d) the compliance moduli $J'(\omega), (\bigodot)$ and $J''(\omega), (\nabla)$; (e) the relaxation modul $G(t)$; (f) the compliance function $J(t)$; (g) $\eta^*(t)$ (h) $\Psi_{1,0}(t)$. The solid lines refer to the calculations by the true, known spectrum, the marks are due to the calculation of these material functions by the least-square estimators of the spectra.
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One observes complete agreement. The least-square estimator turns out to be a good converter even with a low resolution for the spectra. Hence it is not necessary to take into account more \( \tau_p \)-values. By this the errors in the least square estimators only grow and thereby also the errors in the calculated moduli which are now still on the order of the markers.

2.6 Scaling behaviour of material functions

The viscoelastic properties depend on the temperature. If we vary temperature, the dynamic moduli e.g. will change, they are therefore functions of frequency and temperature. But experience shows that under variation of frequency and temperature the changes of the material functions are not quite independent. Fig.2.6 shows \( G'(\omega) \) for two different temperatures, one recognizes that by vertical and horizontal shift of one curve one may obtain a common curve in broader \( \omega \)-range. This observation is reflected in the following \textit{Ansatz} for the temperature dependence of the material functions:

\[
G'(\omega,T) = c(T) T F'(a(T)\omega); \quad G''(\omega,T) = c(T) T F''(a(T)\omega) \tag{2.68}
\]

where \( F', F'' \) are functions of one variable. The \textit{Ansatz} therefore reduces the functions of two variables to those of one variable. If such an \textit{Ansatz} is justified by the experimental data, one speaks of a scaling behaviour of the material functions.

Given now experimental data

\[
G'(\omega_i, T_j), G''(\omega_i, T_j), \quad i = 1, \ldots, N, j = 1, \ldots, M \tag{2.69}
\]

the task is to determine the functions \( c(T), a(T) \) and \( F'(z), F''(z) \). This can be done in the following way. We will demonstrate it for the two data sets \( G'(\omega_1, T_1), G'(\omega_1, T_2) \) shown in fig.2.6.

Choose \( T_1 \), say, as the reference temperature. Choose some constants \( a_1 \) and \( c_1 \) (e.g. \( a_1 = 1, c_1 = 1 \)), interpreted as \( a_1 = a(T_1) \) and \( c_1 = c(T_1) \) and set

\[
G'(\omega, T_1) = c_1 T_1 F'(a_1 \omega) \tag{2.70}
\]

introducing by that the function \( F' \) in the range \( a_1 \omega \in [\omega_1, \omega M] \). If the scaling \textit{Ansatz}

\[
G'(\omega, T) = c(T) T F'(a(T)\omega) \tag{2.71}
\]
Figure 2.6: Dynamic moduli for two different temperatures (a), and a common curve obtained by suitable vertical and horizontal shifts (b).
is true, then

\[ G'(\omega, T_2) = c(T_2) T_2 P'(a(T_2)\omega) \]

\[ = \frac{c(T_2) T_2}{c(T_1) T_1} G'(\frac{a(T_2)}{a(T_1)}, \omega, T_1) \]  

(2.72)

follows. Define now

\[ \epsilon_i = G'(\omega_i, T_2) - \frac{c(T_2)}{c(T_1)} \frac{T_2}{T_1} G'(\frac{a(T_2)}{a(T_1)}, \omega_i, T_1) \]

(2.73)

Given \( a(T_1) \), \( c(T_1) \), \( \epsilon_i \) should be zero if the scaling behaviour holds and \( a(T_2) \) and \( c(T_2) \) are chosen properly. Of course, this can only be checked, if \( \frac{a(T_2)}{a(T_1)} \omega_i \) still lies in the frequency range where measurements for \( T = T_1 \) are made and where \( G'(\frac{a(T_2)}{a(T_1)}, \omega_i, T_1) \) can be obtained by interpolation. We therefore define the quantity

\[ V(a(T_2), c(T_2)) = \frac{1}{k} \sum \frac{1}{\sigma_i^2} \epsilon_i^2 \]

(2.74)

where the sum runs over all \( \omega_i \), for which \( \frac{a(T_2)}{a(T_1)} \omega_i, \epsilon [\omega_1, \omega_N] \) and \( k \) is the number of these terms. We have weighted the difference \( \epsilon_i \) with the factor \( 1/\sigma_i \), where \( \sigma_i \) is proportional to the error of \( G(\omega_i, T_2) \), hence e.g. \( \sigma_i = G(\omega_i, T_2) \) if there is a constant relative error in the measurements of the function \( G(\omega, T) \).

Minimization of \( V(a(T_2), c(T_2)) \) leads to estimates of \( a(T_2), c(T_2) \) as well as to errors for this estimate.
Chapter 3

Inverse Problems: From Experimental Data to a Theoretical Model

J. Honerkamp

In chapter 2 we have introduced the least-square estimation of the spectrum. We have seen that this is not a good and reliable method to infer a spectrum to be interpreted physically and to characterize the material, though the conversion task could be done with the help of this estimator. In this chapter we will introduce two mathematically well studied methods which lead to more reliable estimations of the spectrum. They are accepted tools for treating inverse problems also in other fields [9, 10, 11].

3.1 The regularization method

In this section we will present a method, known as the regularization method, by which one obtains more reliable answers for the relaxation spectrum than with the least-square method. We consider again the problem to find a function \( h(\tau) \), which 'explains' the data \( \{ g_i^\omega, \sigma_i, i = 1, \ldots, N \} \), so that

\[
g_i^\omega = \int_{-\infty}^{+\infty} d\tau \ln K(\omega_i, \tau) h(\tau) + \epsilon_i, \quad i = 1, \ldots, N
\]
where $c_i$ is the experimental error. As explained in sect. 2.3 there are many sets \( \{ h_\alpha \} \) compatible with the data, namely for which the discrepancy

\[
D(\{ g^r_i \}; h) = \sum_{i=1}^N \frac{1}{\sigma^2_i} \left( g^r_i - \int_{-\infty}^{+\infty} d\ln \tau \, \bar{K}(\omega_i, \tau) h(\tau) \right)^2 \leq N
\]  \hspace{1cm} (3.2)

where \( N \) is the number of experimental data points. In order to choose one specific set out of these one has to introduce another criterion. This can e.g. be smoothness expressed as the condition that the square of the second derivative of \( h(\tau) \), integrated over the interval in question, should be as small as possible. Hence we could e.g. minimize

\[
J(h) = \int_I d\ln \tau \left( h''(\tau) \right)^2 , \hspace{1cm} I = (-\infty, +\infty)
\]  \hspace{1cm} (3.3)

under the condition

\[
D(\{ g^r_i \}, h) = N.
\]  \hspace{1cm} (3.4)

Such a minimization under a condition can be done by introducing a Lagrangian multiplier \( \lambda \) and by formulating

\[
J(h, \lambda) = \int_I d\ln \tau \left( h''(\tau) \right)^2 + \lambda \left( D(\{ g^r_i \}, h) - N \right)
\]  \hspace{1cm} (3.5)

as the objective function which has to be minimized with given \( \lambda \). This turns out to be a well-posed problem, the solution may be called \( h_\lambda(\tau) \) and then \( \lambda \) has to be determined finally by choosing it so that really

\[
D(\{ g^r_i \}, h) = N.
\]

Instead of \( J(h, \lambda) \) one could also minimize

\[
\tilde{J}(h, \lambda) = \lambda J(h, \frac{1}{\lambda}) + N
\]  \hspace{1cm} (3.6)

\[
= D(\{ g^r_i \}, h) + \lambda \int_I d\tau (Lh)^2
\]

(where \( L \) becomes the second derivative operator) again subject to the condition

\[
D(\{ g^r_i \}, h) = N.
\]

In this form one recognizes directly the differences to the least-square estimation of the spectrum.
By the term in the objective function, which is added to the discrepancy a further aim is introduced and this will cure the ill-posedness. The condition (3.4), on the other hand, will secure the compatibility of the solution with the data.

This strategy of treating an ill-posed problem is called the regularization method [12, 13, 14, 11] and \( \lambda \) is the regularization parameter. There are many versions of the regularization method. They differ in the operator \( L \) in the objective function and in the strategy used to determine the regularization parameter, that means, to secure the compatibility of the solution with the experimental data. Even \( L = 1 \) is possible (see e.g. [15]) and for this operator a comparison of different strategies used to determine the regularization parameter within ill-posed rheological problems has been made [16]. In this publication also a new strategy for the determination of the regularization parameter, the self-consistent method, has been introduced, which is more robust than the others and still leads to good results in those cases where the other strategies fail. Tests and applications of this regularization method will be discussed in sect.3.3. There we use either \( L = 1 \) or \( L = \frac{\partial}{\partial \tau} \) but always the self-consistent method for the determination of the regularization parameter. The case where no complete knowledge about the errors is available is discussed in sect.3.4.

### 3.2 The maximum-entropy method

There is another method used to treat ill-posed problems, the maximum-entropy method. This is, however, only applicable, if the function \( h(\tau) \) which one is looking for is positive semidefinite, i.e. \( h(\tau) \geq 0 \). If \( h(\tau) \) represents some spectrum, this will be the case.

The maximum-entropy method makes use of the fact, that for any probability distribution \( p(x) \) a quantity, called entropy, is defined via

\[
S[p] = - < \ln p(x) > = - \int_I dx \, p(x) \ln p(x) ,
\]

where \( I \) is the interval in which \( p(x) \) is defined. Because a spectrum \( h(\tau) \) has the same properties as a probability distribution, namely it is

\[
h(\tau) \geq 0 ,
\]
and one may normalize \( h(r) \) so that

\[
\int_1^\infty d\tau h(\tau) = 1
\]  

(3.9)

one may introduce also the entropy of a spectrum in the same manner.

But, normally, the spectrum has a physical dimension and we therefore prefer a notation of a relative entropy

\[
S[h | h_0] = - \int_1^\infty d\tau h(\tau) \ln \left( \frac{h(\tau)}{h_0(\tau)} \right)
\]  

(3.10)

where \( h_0(\tau) \) is some prior spectrum. One can easily prove that for any spectrum

\[
S[h | h_0] \leq 0
\]  

(3.11)

and, of course

\[
S[h_0 | h_0] = 0
\]  

(3.12)

That means, if we ask for that spectrum which has maximum entropy and which is consistent with the data in the sense that

\[
D(\{g_i\}, h) = N,
\]  

(3.13)

then we obtain that spectrum which is as near as possible to the prior spectrum but compatible with the data. The prior distribution is normally not compatible with the data, especially if we choose this as constant because we have no information at all before taking the data. Again we have here an objective function which has to be minimized, the negative of the entropy, and the consistency of the solution with the data is secured by the condition on the discrepancy. But also the prior distribution comes into play. If we choose this as a constant, then we will find the spectrum which is compatible with the data but which also deviates as little as possible from a constant.

To illustrate the interplay between maximum entropy principle and compatibility condition let us look at an example, where \( M = 3, \{h_o\} = \{h_1, h_2, h_3, h_1 + h_2 + h_3 = 1\} \). The region, where \( h_o \geq 0 \) is shown in fig.3.1 as the interior of the triangle, where also the lines of equal entropy are drawn. \( S_o \) is the point of maximum entropy without taking care of the experimental data, so \( S_o \) represents the prior distribution. The point \( P_{L,S} \) may be the least-square estimator and the region \( G \), surrounded by the
Figure 3.1: Example of a spectrum with three weights \( \{h_1, h_2, h_3; \ h_1 + h_2 + h_3 = 1\} \).

The interior of the triangle is the allowed region where \( h_\alpha \geq 0 \). The closed circles are lines of constant entropy. \( S_0 \) is the point of maximum entropy without taking the data into account, \( P_{LS} \) is the least square estimator. \( G \) is the region of sets \( \{h_\alpha\} \) which are compatible with the data. \( S \) is the maximum entropy estimator.

The ellipse \( \{D([g^2_i], h_\alpha) = N\} \), represents the solutions which are compatible with the data. So there are still many solutions for which \( h_\alpha \geq 0 \). The point \( S \) marks the maximum entropy solution. One recognizes, that there is a unique solution and for it we have not only

\[
D([g^2_i], h_\alpha) \leq N ,
\]  

but

\[
D([g^2_i], h_\alpha) = N .
\]

As with the regularization method there are also different versions of the entropy method according to different formulations of the compatibility.
An especially robust method which leads to good results in situations where the above introduced, most frequently used version fails, is given by [17]. Instead of (3.13), the compatibility of the solution with the data is formulated as

$$D(\{g''_s\}, N) = \frac{N}{N - M_{eg}} z$$  \hspace{1cm} (3.16)

where

$$z = \min_{h > 0} D(\{g''_s\}, h) ,$$  \hspace{1cm} (3.17)

$M_{eg}$ is an integer which will be explained in a moment and which is less than or equal to $M$ which is the number of gridpoints on the $\tau$-axis so that the discretization of the integral reads

$$\int d\ln \tau K(\omega, \tau) h(\tau) = \sum_{a=1}^{M} K'_{\omega a} h_a .$$  \hspace{1cm} (3.18)

Within this discretization one may find $z$ from (3.17). The number $M_{eg}$ is then the number of $\{\tau_0\}$, for which the weight $h_0$ at the minimum of $z$ turns out to be not zero.

### 3.3 Test of the methods with synthetic data

In order to test the regularization and the maximum entropy method we will start with a known spectrum and simulate experimental data from it. Then we will determine the spectrum from these data and compare this estimation with the given spectrum.

The simulation of the data will be done in the same manner as described in sect.2.5.

First we will demonstrate that our modifications of the regularization and maximum entropy method lead to more robust algorithms. For the regularization method we invented the selfconsistent determination of the regularization parameter [16], the maximum-entropy method was modified by another formulation of the compatibility with the data [17]. For the theoretical spectrum as defined in sect.2.5 we choose the parameters

$$A_1 = 10, \tau_1 = 5 \cdot 10^{-3}, b_1 = 1; A_2 = 10, \tau_2 = 10, b_2 = 1 .$$  \hspace{1cm} (3.19)

and in fig.3.2 we show what can happen with the unmodified versions and what are the results with the modified versions. That means, there
Figure 3.2: Possible results of unmodified and modified versions of the regularization and maximum entropy methods: (a) Reconstruction of a spectrum with the regularization method as explained in sect.3.1; (b) Reconstruction from the same data with the selfconsistent determination of the regularization parameter; (c) Reconstruction of a spectrum with maximum entropy method as explained in sect.3.2; (d) Reconstruction from the same data with the modified maximum entropy method.
Figure 3.3: Simulated experimental data (a) and reconstructions of the spectrum (markers with error bars): in (b) by the regularization method with $L = 1$, in (c) with $L$ equal to the second derivative and in (d) the reconstruction by the maximum entropy method. The solid line refers always to the theoretical spectrum.

are cases where the data are so unrepresentative that the unmodified, commonly used methods fail whereas the modified versions still lead to satisfactory results.

Next we compare the methods with three different spectra:

1. We consider a very harmless spectrum with parameters as in eqn.3.19. The simulated experimental data and the spectra, the input spectrum as well as the reconstructed ones by the various methods, are shown in fig.3.3. All methods are able to reconstruct the spectrum very well.

2. We consider a spectrum where the peaks are very narrow, the para-
meters are

\[ A_1 = 10, \tau_1 = 0.1, b_1 = 0.75; \ A_2 = 10, \tau_2 = 2, b_2 = 0.75. \]

The results are shown in fig. 3.4.

3. We test the methods with a spectrum where the two peaks are of very different heights. The parameters are now

\[ A_1 = 10, \tau_1 = 5 \cdot 10^{-3}, b_1 = 1; \ A_2 = 0.5, \tau_2 = 50, b_2 = 1. \]

Fig.3.5 shows the results.

It turns out that the regularization method with \( Lh = h' \) and the maximum entropy method are both able to reconstruct these more difficult spectra whereas the regularization method with \( Lh = h \) has problems with peaks of very different heights.

Finally let us observe what happens if we do not have enough data to reconstruct the spectrum in its full range. This is regularly the case. We take the same spectrum as in fig.3.5 and take into account only the data until \( \omega = 3 \) (see fig.3.6). Now the large peak of the spectrum can not be reconstructed because in that \( \tau \) region there is no information from the data. But the small peak is reproduced very well by the regularization method with \( Lh = h' \) and by the maximum entropy method.

### 3.4 Error models

In the introduction of the regularization, the maximum entropy and also the least-square method the knowledge about the errors \( \sigma_i' \), \( \sigma_i'' \) of the experimental data \( g_i', g_i'' \) is always used. Frequently, however, one does not know these. But sometimes one may assume that the relative error is constant, then we have

\[ \sigma_i' = g_i'' \sigma_0 \]  \hspace{1cm} (3.20)

where \( \sigma_0 \) is the relative error. If this is the only unknown the methods are still applicable. In general an overall factor \( \sigma_0 \) in the error model

\[ \sigma_i' = \sigma_0 \cdot \tilde{\sigma}_i' \]  \hspace{1cm} (3.21)
Figure 3.4: Simulated experimental data (the peaks of the spectrum are very narrow to each other) (a) and reconstructions of the spectrum (markers with error bars): in (b) by the regularization method with $L = 1$, in (c) with $L$ equal to the second derivative and in (d) the reconstruction by the maximum entropy method. The solid line refers always to the theoretical spectrum.
Figure 3.5: Simulated experimental data (the peaks of the spectrum are of very different heights) (a) and reconstructions of the spectrum (markers with error bars): in (b) by the regularization method with $L = 1$, in (c) with $L$ equal to the second derivative and in (d) the reconstruction by the maximum entropy method. The solid line refers always to the theoretical spectrum.
Figure 3.6: Reconstructions with incomplete data for the cases treated in fig. 3.4.
is allowed to be unknown. It can be determined by the methods, but the
dependence of the errors on the number of data points, i.e. the vari-
tion of the errors has to be known in order to apply the method because
the relative weights of the individual discrepancies are determined by the
errors.

Very frequently this variation is also not known, it has to be estimated
from the data too. Work on this problem is in progress.
Chapter 4

Stochastic Processes in Rheology

F. Petruccione

In this chapter the mathematical definition of a stochastic process is given. We describe under which conditions the important Markov processes are obtained. Markov processes are described by a Master equation. The special class of diffusion processes can be described by a Fokker-Planck equation. For diffusion processes we show that an equivalent description with the help of stochastic differential equations (Langevin equations) is possible. Semi-Markov processes which are a special class of non-Markovian processes are briefly introduced.

All these mathematical concepts can be found in rheological models, as for instance the Rouse model, the Doi-Edwards model, the Ornstein-Stockmeyer model, or the Lodge model. This is described in great detail in the following sections. The concentration on the stochastic concepts underlying these well-known models opens the door for more realistic generalizations and thus for a better understanding of the complex rheological behaviour of polymer melts.
4.1 Stochastic processes

4.1.1 Markov processes

We consider systems which evolve probabilistically in time, that is systems in which a certain time-dependent random variable \( X(t) \) exists. Such systems are called stochastic processes.

In order to characterize such processes we can measure at times \( t_1, t_2, t_3, \ldots \) the realizations \( x_1, x_2, x_3, \ldots \) of \( X(t) \). The system can be described by a set of joint probability densities \( p(x_1, t_1; x_2, t_2; x_3, t_3; \ldots) \) which determine the probability of finding the realization \( x_1 \) at time \( t_1 \), \( x_2 \) at time \( t_2 \), and so on. In terms of the joint probability densities we can also define conditional probability densities

\[
p(x_1, t_1; x_2, t_2; x_3, t_3; \ldots | y_1, \tau_1; y_2, \tau_2; \ldots) = \frac{p(x_1, t_1; x_2, t_2; x_3, t_3; \ldots; y_1, \tau_1; y_2, \tau_2; \ldots)}{p(y_1, \tau_1; y_2, \tau_2; \ldots)}
\]

(4.1)

The concept of a dynamical evolution equation leads us to consider the conditional probabilities as predictions of the future values of \( X(t) \) (i.e. \( x_1, x_2, \ldots \) at times \( t_1, t_2, \ldots \)) given the knowledge of the past (values \( y_1, y_2, \ldots \) at \( \tau_1, \tau_2, \ldots \)).

The most simple case occurs when the value of \( X \) at time \( t \) is completely independent of its value in the past or future, that is

\[
p(x_1, t_1; x_2, t_2; x_3, t_3; \ldots) = \prod_t p(x_t, t_t)
\]

(4.2)

If furthermore \( p(x, t) \) is a stationary distribution function \( p(x, t) = p(x) \) then one speaks of an independently and identically distributed random variable \( X(t) \sim IID(0, \sigma^2) \) where \( \sigma^2 \) is the variance of \( p(x) \). If \( p(x) \) is a Gaussian probability distribution \( p(x) = p_{0}(0, \sigma^2; x) \) with zero mean and variance \( \sigma^2 \) the stochastic process is called Gaussian white noise: \( X(t) \sim WN(0, \sigma^2) \).

We know from the central limit theorem that a sum of random variables can be approximated well by a Gaussian random variable. If we now consider a physical system subject to many fluctuating impacts the resultant effect will be modelled with good accuracy by a Gaussian distributed random variable at each time. If the typical time scale of the system is larger than the time scale of the fluctuations one can neglect time correlations of the random variables. The global effect of the fluctuations will then
be modelled by Gaussian white noise. For this reason white noise plays a very fundamental role.

The next simple process is the Markov process in which the knowledge of only the present determines the future. To formulate the Markov assumption we require that the times satisfy the ordering $t_1 \geq t_2 \geq \ldots \geq \tau \geq \tau_2 \geq \ldots$. The conditional probability is determined entirely by the knowledge of the most recent condition, i.e.,

$$p(x_1, t_1; x_2, t_2; x_3, t_3; \ldots | y_1, \tau_1; y_2, \tau_2; \ldots) = p(x_1, t_1; x_2, t_2; x_3, t_3; \ldots | y_1, \tau_1). \quad (4.3)$$

The above assumption means that we can define everything in terms of the simple conditional probabilities $p(x_1, t_1 | y_1, \tau_1)$. As a consequence one can easily show that

$$p(x_3, t_3 | x_1, t_1) = \int dx_2 p(x_3, t_3 | x_2, t_2)p(x_2, t_2 | x_1, t_1). \quad (4.4)$$

The above equation is called the Chapman-Kolmogorov equation. The transition probabilities of any Markov process must obey this equation.

Let us conclude this section with the following remarks. It can be shown that for Markov processes the waiting time of a random variable to jump into a specified state is exponentially distributed. Markov processes can be generalized by allowing other waiting time distributions. This generalized class of models is known as semi-Markov processes.

### 4.1.2 The Master equation

We now want to derive the Master equation which is an equivalent form of the Chapman-Kolmogorov equation for Markov processes. The Master equation is a differential equation for the time development of the probability distribution. It is thus more directly related to physical problems. The equation is obtained by going to the limit of vanishing time difference $\tau$ between the events. Let us now suppose that the transition probability $p(x, t + \tau | x', t)$ has the following form for small $\tau$

$$p(x, t + \tau | x', t) = [1 - a(x, t)\tau]\delta(x - x') + ru(x, x', t) + O(\tau^2). \quad (4.5)$$

In the above equation $ru(x, x', t)$ is the transition probability per unit time to go from $x'$ to $x$ and hence $ru(x, x', t) \geq 0$. The coefficient $1 - a(x, t)\tau$ in
front of the delta function is the probability that no transition takes place during $\tau$ and therefore

$$a(x', t) = \int dz w(x, x', t).$$

(4.6)

Inserting the expression (4.5) into the Chapman-Kolmogorov equation (4.4), divide by $\tau$ and going to the limit of vanishing $\tau$ we obtain the so called Master equation

$$\frac{\partial}{\partial t} p(x, t) = \int dz' w(x, x', t)p(x', t) - \int dz' w(x', x, t)p(x, t).$$

(4.7)

If the range of the random variable $X$ is a discrete set of states labeled with the integer $n$ the Master equation is usually written in the form

$$\frac{d}{dt} p_n(t) = \sum_{n'} (w_{nn'}(t)p_{n'}(t) - w_{n'n}(t)p_n(t)).$$

(4.8)

In this form the meaning of the Master equation becomes very clear: it is a gain and loss equation for the probability of each state $n$.

In many physical applications one knows the probability for a transition during a short time interval. With the help of the Master equation it is now possible to calculate transition probabilities for large (finite) times.

The class of diffusion processes can be described by another fundamental equation: the Fokker-Planck equation. This equation is a special type of Master equation, and can be obtained by assuming that only small jumps occur and that the probability distribution function $p(x, t)$ varies slowly with $x$. Such diffusive processes are characterized by the following constraints on the transition probabilities for short times

$$\int dy (y - z); p(y, t + \tau | z, t) = A_i(z, t)\tau + o(\tau),$$

(4.9)

$$\int dy (y - z); i; p(y, t + \tau | z, t) = D_{ij}(z, t)\tau + o(\tau),$$

(4.10)

$$\int dy (y - z), \cdots (y - z), i, p(y, t + \tau | z, t) = o(\tau), \quad \text{for} \ n > 2.$$  

(4.11)

In other words the transition probability for short times is given by a Gaussian distribution with mean $A_i(z, t)$ and variances $D_{ij}(z, t)$. With the
help of the above assumptions and of the Chapman-Kolmogorov equation one can derive the Fokker-Planck equation for the probability density \( p(x, t) \)

\[
\frac{\partial}{\partial t} p(x, t) = \left[ -\frac{\partial}{\partial x_i} A_i(x, t) + \frac{1}{2} \frac{\partial^2}{\partial x_i \partial x_j} D_{ij}(x, t) \right] p(x, t).
\]  

(4.12)

The Fokker-Planck equation plays a fundamental role in the kinetic theory of polymer solutions and melts.

### 4.1.3 Stochastic differential equations

When a system is subject to fluctuating external forces, its equation of motion is given by a differential equation with stochastic coefficients. Probably the best known stochastic differential equation is the Langevin equation that describes Brownian motion. A Brownian particle of mass \( m \) feels two forces: a viscous drag, as it is known from macroscopic hydrodynamics, \(-6\pi \eta a \frac{dx}{dt}\) (\( \eta \) being the viscosity, and \( a \) the radius of the particle), and a fluctuating force \( F \), which represents the impacts of the molecules of the liquid on the Brownian particle. Thus the equation of motion for the Brownian particle is given by

\[
m \frac{d^2 x}{dt^2} = -6\pi \eta a \frac{dx}{dt} + F.
\]  

(4.13)

The above equation is a stochastic differential equation with additive noise. Let us now consider the equation

\[
\dot{X}_t = a(X_t, t) + \eta_t; \quad \eta_t \sim \mathcal{N}(0, \sigma^2)
\]  

(4.14)

for the random variable \( X_t \). The increment \( dX_t \) during a small time interval \( dt \) is given by

\[
dX_t = a(X_t, t)dt + dW_t,
\]  

(4.15)

where

\[
dW_t = \int_t^{t+dt} d\tau \eta_\tau.
\]  

(4.16)

\( W_t \) is called the Wiener process. As \( dW_t \) is a sum of Gaussian distributed random numbers it is itself Gaussian distributed. The mean and the variance are given by

\[
< dW_t > = 0,
\]  

(4.17)
and
\[ <(dW_t)^2> = \int_t^{t+dt} \int_t^{t+dt} dt_1 dt_2 <\eta_t \eta_{t'},> = \sigma^2 dt. \tag{4.18} \]

If \([t, t + dt] \cap [t', t' + dt'] = \emptyset\) then \(<dW_t dW_{t'}> = 0\). From Eq. (4.18) we can now determine a very important relation. It is fundamental to realize that \(dW_t\) can be written as
\[ dW_t = \sigma \eta_t \sqrt{dt}; \quad \eta_t \sim WN(0,1). \tag{4.19} \]

This means that the stochastic increment in an infinitesimal time step is proportional to the square root of the time step. In the next chapter we will see what consequences this fact has on the numerical integration of stochastic differential equations.

In realistic applications, as we will see later on, one often encounters stochastic differential equations with multiplicative noise, that is, equations of the form
\[ \dot{X}_t = a(X_t, t) + b(X_t, t) \eta_t; \quad \eta_t \sim WN(0, \sigma^2), \tag{4.20} \]
or, equivalently in differential form
\[ dX_t = \int_t^{t+dt} dt' a(X_{t'}, t') + \int_t^{t+dt} dt' b(X_{t'}, t') \eta_{t'}. \tag{4.21} \]

The above equation only makes sense if a definition of the stochastic integrals is given. One can evaluate the stochastic integral with the help of the well known Cauchy-Euler procedure. One takes the value of the integrand at the beginning of the interval \([t, t + dt]\) and multiplies it with the length of the interval. One can then show that
\[ dX_t = a(X_t, t) dt + b(X_t, t) \eta_t \sqrt{dt}. \tag{4.22} \]

This result corresponds to the treatment we have already introduced for stochastic differential equations with additive noise. It is customary to call this approach the Ito interpretation of the stochastic differential equation. Another definition of Eq. (4.21) is obtained by taking the value of the integrand in the middle of the interval. It can then be shown that this so-called Stratonovich interpretation of the stochastic differential equation leads to the following differential expression
\[ dX_t = [a(X_t, t) + \frac{1}{2} b'(X_t, t) b(X_t, t)] dt + b(X_t, t) \eta_t \sqrt{dt}. \tag{4.23} \]
As the Ito and the Stratonovich version of the stochastic differential equation differ in the form of the drift term, they obviously lead to different results. Thus a stochastic differential equation with multiplicative noise only makes sense if one specifies the interpretation of the stochastic integrals.

We conclude this section by establishing a very important relationship. The Langevin equation is an equation for the random variable $X_t$. As an example we might again consider

$$dX_t = a(X_t, t)dt + \sigma \eta_t \sqrt{dt}, \quad \eta_t \sim WN(0, 1). \quad (4.24)$$

It is now interesting to find an equation which describes the dynamical behaviour of the probability density $p(x, t)$. If $X_t$ is known, $dX_t$ is just a normally distributed random number with mean $a(x, t)dt$ and variance $\sigma^2 dt$. These conditions are exactly the constraints on the transition probability for short times that characterize diffusion processes, and which lead to a Fokker-Planck equation. In our example the corresponding Fokker-Planck equation would be

$$\frac{\partial}{\partial t} p(x, t) = \left[ -\frac{\partial}{\partial x} a(x, t) + \frac{1}{2} \sigma^2 \frac{\partial^2}{\partial x^2} \right] p(x, t). \quad (4.25)$$

Thus in a formal sense the Langevin and the Fokker-Planck approaches are equivalent. For practical reasons one may prefer the one or the other. To describe the dynamics of polymer melts the Langevin approach might be more appropriate, as it can easily be implemented on a computer for a numerical evaluation. Obviously the equivalence can be generalized to the three dimensional case, as well as for stochastic differential equations with multiplicative noise.

A more detailed exposition of the fundamental equations arising in the description of stochastic processes can be found in Refs. [1, 3, 2]. There one can also find a description of the analytical tools required to treat these equations. An introduction to the powerful numerical approach will be given in the next chapter.

In the next sections we will show that in the theories describing polymer melts stochastic concepts arise quite naturally. Some theories were originally developed with the help of stochastic tools, for some other theories a stochastic reinterpretation will be necessary.
4.2 Stochastic differential equations in rheology

4.2.1 The Rouse model

Polymer kinetic theory is associated with the model developed by Rouse [18]. As it contains all fundamental ideas of polymer kinetic theory we will start our discussion with a short review of this model.

In the Rouse model a linear polymer chain is described by replacing a portion of the chain containing many fundamental atomic units by a spring and concentrating the masses of the atoms in beads. This model is also called the freely jointed bead-spring chain. In its simplest version one takes into consideration only the global orientation and length of the macromolecule as degrees of freedom. Each polymer is then regarded as a flexible dumbbell consisting of two beads connected by a Hookean spring. The polymer is fully characterized by the vector $\mathbf{Q}$ that joins the two beads.

In addition to the internal entropic force $F(Q) = HQ$, where $H$ is the spring constant, the beads experience a hydrodynamic drag proportional to their velocity $\mathbf{v}$ relative to the flow field, which is customarily described by Stokes's law,

$$ F_{\text{drag}} = \zeta (\mathbf{v} - \dot{\mathbf{Q}}) \quad \text{(4.28)} $$

Here $\zeta$ is a friction coefficient and we will consider homogeneous flow fields $\mathbf{v}$ of the form $\mathbf{v}(Q, t) = \kappa(t) \cdot \mathbf{Q}(t)$, where $\kappa$ is the traceless transpose velocity gradient tensor. The dumbbell also feels Brownian forces due to the thermal fluctuations of the surrounding solvent molecules or polymers. These are modelled by a stochastic force $\eta(t)$, which is here assumed to be a Gaussian white noise with zero mean and two time correlations

$$ < \eta(t)\eta(t') > = D_\delta(t - t') \quad \text{(4.27)} $$

where $D = \frac{kT}{\zeta}$ ($T$ is the temperature, $k$ is Boltzmann's constant). Neglecting the acceleration terms the equation of motion for $\mathbf{Q}(t)$ reads

$$ \dot{\mathbf{Q}}(t) = \kappa(t) \cdot \mathbf{Q}(t) - \frac{2}{\zeta} F(Q(t)) + \eta(t) \quad \text{(4.28)} $$

which is a Langevin equation with additive noise. The equivalent Fokker-Planck equation for the probability distribution $\Psi(Q, t)$ is

$$ \frac{\partial}{\partial t} \Psi + \frac{\partial}{\partial Q} \left( \kappa \cdot Q \Psi - \frac{2}{\zeta} F \Psi - \frac{2kT}{\zeta} \frac{\partial}{\partial Q} \Psi \right) = 0 \quad \text{(4.29)} $$
From the above equation one can see that the special choice of the diffusion constant $D$ ensures the equilibrium distribution $\Psi_{\text{eq}}$ to be

$$\Psi_{\text{eq}}(Q) = \text{const} \exp \left( -\frac{H Q^2}{2kT} \right) .$$

(4.30)

The Hookean dumbbell model can be trivially generalized to a bead-spring chain model, the proper Rouse model. Let us therefore give the equations of motion of a chain consisting of $N$ identical beads. Let $r_{\nu}$ be the coordinate of bead $\nu$, and let $Q_{\nu} = r_{\nu+1} - r_{\nu}$ for $\nu = 1, \cdots, N-1$, be the connector vector between bead $\nu+1$ and $\nu$. The Ito-Langevin equation for the $\nu$-th connector $Q_{\nu}$ is given by

$$\dot{Q}_{\nu}(t) = \kappa(t) \cdot Q_{\nu}(t) - \frac{H}{\zeta} \sum_{\sigma} A_{\nu \sigma} \cdot Q_{\sigma}(t) + \sum_{\sigma} B_{\nu \sigma} \cdot \eta_{\sigma}(t) .$$

(4.31)

Here the vectors $\eta_{\nu}(t)$ have the same two time correlations as in Eq.(4.27). The $3 \times 3$ matrices $A_{\nu \sigma}$ and $B_{\nu \sigma}$ are given by

$$A_{\nu \sigma} = (2\delta_{\nu,\sigma} - \delta_{\nu,\sigma \pm 1}) 1 , \quad B_{\nu \sigma} = \sqrt{1/2}(\delta_{\nu,\sigma} - \delta_{\nu,\sigma - 1}) 1 .$$

(4.32)

They can be interpreted as the elements of $(N-1) \times (N-1)$ dimensional supermatrices $\bar{A}$ and $\bar{B}$. Due to the fluctuation-dissipation theorem, which asserts that the frictional dissipation is balanced by the fluctuations to keep the temperature constant at equilibrium, these supermatrices obey the equation

$$\dot{B} \cdot B^T = \frac{1}{2} \bar{A} .$$

(4.33)

The Fokker-Planck equation equivalent to the Langevin equation is

$$\frac{\partial}{\partial t} \Psi = -\sum_{\nu} \partial_{\nu} \cdot (\kappa \cdot Q_{\nu} \Psi) + \frac{H}{\zeta} \sum_{\nu} \partial_{\nu} \cdot (A_{\nu \sigma} \cdot Q_{\sigma} \Psi) + \frac{kT}{\zeta} \sum_{\nu \sigma} \partial_{\nu} \partial_{\sigma} A_{\nu \sigma} \Psi .$$

(4.34)

Here the symbol $\partial_{\nu}$ is an abbreviation for $\partial Q_{\nu}$.

Again one can see that the stationary equilibrium solution is given by

$$\Psi_{\text{eq}}(Q) = \text{const} \exp \left( -\frac{V}{kT} \right) ,$$

where $V = \sum_{\nu} \frac{1}{2} H Q_{\nu}^2$.

(4.35)
In rheology one is mainly interested in the evaluation of the stress tensor $\sigma$. For the Rouse model it is defined (apart from an isotropic term) as

$$\sigma = nH \sum \langle Q_i Q_j \rangle$$

(4.36)

where $n$ is the number density of polymer chains and the angular brackets denote an average with respect to the distribution function $\Psi$. Unfortunately, the predictions of the Rouse model are not very satisfactory. The material functions, which are linear combinations of components of the stress tensor, turn out to be constant, in contrast to the experimental observation. Nevertheless, the Rouse model is very useful. It allowed us to introduce the fundamental stochastic ingredients, which are also common to more refined kinetic models.

4.2.2 The Doi-Edwards model

As we have seen the Rouse model is only a very crude approximation for the dynamical behavior of a polymer in a melt. In fact many kinetic theories for polymer melts make additional assumptions for the motion of a single macromolecule. One postulates a mean field built by all the other macromolecules which constitute the environment of the described single polymer. The effect is the reduction of the complicated many-chain problem to a much easier one chain problem. The price to be paid for this simplification is the introduction of a mean field which is not determined self-consistently but only postulated. For concentrated solutions and melts one usually supposes that the neighborhood of a randomly chosen macromolecule has the effect that motions perpendicular to its contour are strongly hindered. In the reptation picture of de Gennes [19, 20] a macromolecule is confined to a tube-like region and only diffusion along its contour is possible. This assumption is the starting point for the well-known Doi-Edwards model for polymer melts [21].

We will now discuss the basic equations of the Doi-Edwards model and their stochastic interpretation. The original Doi-Edwards model describes a single polymer chain in a highly entangled state. Ignoring the small scale wiggling motions of the real chain one describes the large scale diffusive motion with a more basic so-called primitive chain which represents only the bare topological structure. Based on the reptation picture one assumes
that the motion of the primitive chain is hindered by the other chains such that only motion along the contour is possible. The ends of the chain may move in any random direction. In a flow field described by a tensor \( \kappa \) there is an additional deformation of the primitive chain. The dynamics is then described by the following diffusion equation for the probability density \( p(u, s; t) \) \[ 23 \]

\[
\frac{\partial p}{\partial t} = -\frac{\partial}{\partial u} \cdot (\kappa \cdot u - \kappa : uu) p + D \frac{\partial^2 p}{\partial s^2} .
\]  \tag{4.37}

In the above equation \( u(s) \) is the unit vector tangent to the primitive chain at the point of arclength \( s \) with \( 0 \leq s \leq L \), where \( L \) is the contour length of the primitive chain and \( D \) is the diffusion coefficient. The quantity \( p(u, s; t) d^2 u ds \) is the probability of finding a tangent vector with orientation between \( u \) and \( u + du \) at a position between \( s \) and \( s + ds \) at time \( t \). The first term on the right hand side describes the flow induced deformation of the primitive chain within the independent alignment approximation and the second term describes the diffusive motion. The boundary conditions for the diffusion equation are

\[
p(u, 0; t) = p(u, L; t) = \frac{1}{4\pi} ,
\]  \tag{4.38}

which describe the random orientation of the end vectors. The stress tensor can be obtained from a formula of rubber elasticity (apart from an isotropic term) as

\[
\sigma(t) = G_0 < u(s, t) u(s, t) > ,
\]  \tag{4.39}

where \( G_0 \) is a constant with the dimensions of the rigidity modulus and the brackets denote an average with respect to \( p(u, s; t) \) at fixed time.

In a work by Öttinger [24] the stochastic picture that underlies the diffusion equation (4.37) is clearly demonstrated by interpreting this equation as a Fokker-Planck equation. In this interpretation one has two stochastic processes \( U(t) \) and \( S(t) \). The process \( U(t) \) describes the motion of a unit vector \( U \) which obeys the deterministic equation of motion

\[
\frac{dU}{dt} = \kappa \cdot U - \kappa : UU \U ,
\]  \tag{4.40}

and the process \( S(t) \) describes the dynamics of a real number \( S \) (corresponding to \( s/L \)) lying between 0 and 1 which obeys the stochastic differential equation

\[
dS(t) = \frac{\sqrt{2D}}{L} dW(t) .
\]  \tag{4.41}
where \( W(t) \) is the Wiener process. The process \( S(t) \) is simulated with reflecting boundaries at \( S = 0 \) and \( S = 1 \).

The important point is that the variable \( S \) now plays an active dynamical role in contrast to the pure labelling in the Doi-Edwards interpretation. In this way it is demonstrated that it suffices to simulate one single vector \( U \) so that in fact the Doi-Edwards model (with independent alignment) is a one link theory. The two processes \( U(t) \) and \( S(t) \) are coupled through the boundary condition Eq. (4.38). When \( S(t) \) reaches one of the boundaries, then \( U(t) \) has to be newly chosen as a random unit vector.

The Doi-Edwards model has been a major contribution to the understanding of the dynamics of polymer melts.

Another major approach in the description of polymer melts is the model of Curtiss and Bird [25], which is based on the kinetic theory in phase space. A polymer molecule is modelled as a Kramers chain consisting of identical beads connected by rigid rods. The other molecules provide anisotropic friction on adjacent beads. The theory obtains a constitutive equation for the stress on the basis of the mild curvature assumption. This assumption effectively reduces the one-chain theory to a one-segment one. The dynamics of this segment is in fact identical to that of the vector \( U \) in the Doi-Edwards model so that the two models are very similar in their stochastic contents despite their different motivations. An advantage of the Curtiss-Bird theory is that it provides an explicit mesoscopic expression for the stress tensor, which differs in one additional term from the stress tensor in the Doi-Edwards theory, and leads therefore to different predictions. As we are only interested in the stochastic contents of the theories here, we refer to the literature [25] for a more detailed description of the Curtiss-Bird model.

### 4.2.3 A dumbbell model with anisotropic friction

The idea of reptation has been very successful. It is therefore interesting to see if it can be used to improve the Rouse model. We will start by studying a generalization of the Hookean dumbbell model. The model treats a representative polymer in a mean field. The ansatz for the mean field is that the environment of the test polymer leads to an anisotropic hydrodynamic drag force on the beads. In the kinetic theory frame of Bird
et al. [25] the ansatz for this hydrodynamic force is

\[ F_b^b = -\zeta \mu^{-1} \cdot (\dot{r}_b - \kappa \cdot \tau_v). \]  

(4.42)

Here instead of a scalar friction coefficient \( \zeta \) an anisotropic friction tensor \( \zeta \mu^{-1} \) appears with a dimensionless tensor \( \mu \) to be specified later. For \( \mu = 1 \) one obtains the Hookean dumbbell model. The correct Fokker-Planck equation with tensorial friction has already been given by Baxandall [26]. It reads

\[ \frac{\partial}{\partial t} \Psi = -\frac{\partial}{\partial Q} \left( \left( \kappa \cdot Q - \frac{2H}{\zeta} \mu \cdot Q \right) \Psi \right) + \frac{2kT}{\zeta} \frac{\partial}{\partial Q} \mu \cdot \frac{\partial}{\partial Q} \Psi. \]  

(4.43)

The position of the tensor \( \mu \) between the two derivatives is not surprising, the same is found for the diffusion of a particle in a medium with space dependent mobility [3]. One can see immediately that the solution for equilibrium is the Gaussian one that we already know. The Fokker-Planck equation can now be transformed into an equivalent Langevin equation for \( Q \). Since we will study mobilities which depend on \( Q \) this has to be done with great care, because the result is a stochastic equation with multiplicative noise. The Ito-Langevin equation corresponding to the above Fokker-Planck equation is

\[ \dot{Q}(t) = \kappa(t) \cdot Q(t) - \frac{2H}{\zeta} \mu(t) \cdot Q(t) + \frac{2kT}{\zeta} \frac{\partial}{\partial Q} \mu(t) + B(t) \cdot \eta(t). \]  

(4.44)

The stochastic force \( \eta \) in the last term of the above equation is Gaussian white noise with zero mean and the two time correlation functions as in Eq.(4.27) and the matrix \( B \) has to fulfil

\[ B \cdot B^T = \mu, \]  

(4.45)

because of the fluctuation-dissipation theorem.

To conclude the definition of our dumbbell model with anisotropic friction we must specify the tensor \( \mu \). Following [26, 27, 28, 29] we choose

\[ \mu = (1 - \alpha) I + \alpha uu. \]  

(4.46)

Here \( u \) is the unit vector in the direction of \( Q \) and \( \alpha (0 \leq \alpha \leq 1) \) is a dimensionless parameter which is a measure for the anisotropy. For \( \alpha = 0 \) one gets the isotropic friction tensor, as in the Hookean dumbbell model.
For all $\alpha$ the mobility in the direction of $u$ is $1/\zeta$ and the mobility in a direction perpendicular to $u$ is $(1-\alpha)/\zeta$ so that for $\alpha \neq 0$ motions along the direction of the dumbbell are favored. For the extreme case of $\alpha = 1$ all motions perpendicular to $u$ are suppressed because the mobility in these directions is zero.

As an alternative ansatz one could also consider the tensor

$$\mu = (1 - \alpha) 1 + \alpha \frac{H}{k_T} QQ.$$  \hspace{1cm} (4.47)

A similar ansatz has been used in the works of Volkov [29] and of Giesekeus [30, 31]. It is of the same form as Eq. (4.46) but with $Q$ instead of $u$. This has the effect that the mobility depends not only on the direction of the dumbbell’s connector but also on its length. For two dumbbells with unequal length but the same direction the mobility for the longer one is greater then for the shorter one.

The predictions for both mobilities were studied with the help of Brownian Dynamics simulations [32]. The ansatz of Eq.(4.47) where the mobility increases with increasing length of the dumbbell is more successful. In a rough way this may incorporate the effect that under high shear rates the mobility of the polymer increases. As the dumbbell model for a polymer is very crude it will be necessary to study the effects of an anisotropic mobility also in a chain model.

### 4.2.4 A chain model with anisotropic mobility

It is now straightforward to generalize our dumbbell model with configuration dependent tensorial mobility to a bead-spring chain model. The intermolecular interactions are treated as a mean-field acting on the chain. To this end we must introduce anisotropic mobility tensors for the beads. The ansatz for these tensors corresponds very closely to the assumption in the Curtiss-Bird model. A major difference lies in the fact that in the present model the number of beads is a physical quantity which measures the degree of entanglements in the polymer system. Again we have chosen a simple Hookean force law for the springs and Brownian forces that follow from the fluctuation dissipation theorem. In this section we will therefore only sketch briefly the corresponding Langevin and Fokker-Planck equations. A more detailed derivation can be found in Ref. [33]
As a mesoscopic model for the chain we choose $N$ identical beads connected by Hookean springs with spring constant $H$. All other chains are treated as a mean-field by assuming that the chain moves more easily along its contour than in other directions on an appropriate length scale. The Fokker-Planck equation for the probability distribution function $\Psi(Q_1, \ldots, Q_{N-1}, t)$ is given by

$$\frac{\partial \Psi}{\partial t} = -\sum_{\nu} \partial_{\nu} \cdot (\kappa \cdot Q_{\nu} \Psi) + \frac{H}{\zeta} \sum_{\nu, \sigma} \partial_{\nu} \cdot (A_{\nu, \sigma} \cdot Q_\sigma \Psi) + \frac{kT}{\zeta} \sum_{\nu, \sigma} \partial_{\nu} \cdot A_{\nu, \sigma} \cdot \partial_\sigma \Psi. \quad (4.48)$$

The summation indices run from 1 to $N - 1$. The $3 \times 3$ matrices $A_{\nu, \sigma}$ are elements of the symmetric $(N - 1) \times (N - 1)$ supermatrix $\hat{A}$ which follows from the matrix representation of the mobility tensors of the beads as

$$\hat{A} = \begin{pmatrix}
\mu_1 + \mu_2 & -\mu_2 & 0 & \ldots & 0 & \ldots & 0 \\
-\mu_2 & \mu_2 + \mu_3 & -\mu_3 & \ldots & 0 & \ldots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
0 & \ldots & 0 & \ldots & -\mu_{N-2} & \mu_{N-2} + \mu_{N-1} & -\mu_{N-1} \\
0 & \ldots & 0 & \ldots & 0 & -\mu_{N-1} & \mu_{N-1} + \mu_N
\end{pmatrix}.$$

The corresponding Langevin equation is given by

$$\dot{Q}_{\nu}(t) = \kappa(t) \cdot Q_{\nu}(t) - \frac{H}{\zeta} \sum_\sigma A_{\nu, \sigma} \cdot Q_\sigma + \frac{kT}{\zeta} \sum_\sigma \partial_\sigma \cdot A_{\nu, \sigma} + \sum_\sigma B_{\nu, \sigma} \cdot \eta_\sigma. \quad (4.49)$$

Here the first two terms on the right-hand side are the drift terms originating from the flow field and the intramolecular forces. The third term is an additional drift term which is a consequence of the Itô interpretation of the Langevin equation. It vanishes if the mobility tensors of the beads, and thus the matrix $\hat{A}$, are independent of the variables $Q_\nu$. In the last term of Eq. (4.49) the $N-1$ vectors $\eta_\sigma$ describe the effects of the Brownian forces. They are modelled as Gaussian white noise with zero mean and the two time correlation functions as in Eq.(4.27). The $3 \times 3$ matrices $B_{\nu, \sigma}$ are the elements of the $(N - 1) \times (N - 1)$ dimensional supermatrix $B$ which as for the isotropic case has to fulfil the condition Eq.(4.33) which is an expression of the fluctuation dissipation theorem.

In order to complete the model an ansatz for the anisotropic mobility tensors has to be given. For instance, one could choose the tensors $\mu_\nu$ as

$$\mu_\nu = (1 - \alpha_\nu) 1 + \alpha_\nu u_\nu u_\nu, \quad (\nu = 1, \ldots, N), \quad (4.50)$$
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where the $\alpha_\nu$ are dimensionless parameters with $0 \leq \alpha_\nu \leq 1$. The unit vectors $u_\nu$ are defined for $\nu = 1, \ldots, N$ by

$$u_\nu = \begin{cases} 
Q_1 / |Q_1| & \text{for } \nu = 1 \\
(Q_{\nu-1} + Q_\nu) / |Q_{\nu-1} + Q_\nu| & \text{for } \nu = 2, \ldots, N - 1 \\
Q_{N-1} / |Q_{N-1}| & \text{for } \nu = N
\end{cases} \quad (4.51)$$

The effect of this ansatz is that for a motion in the direction $u_\nu$, the bead $\nu$ feels a friction $\zeta$, while for a motion in a direction perpendicular to $u_\nu$ it feels a friction $\zeta/(1 - \alpha_\nu)$, which is greater for $\alpha_\nu \neq 0$. In this way a motion along the contour of the chain is favoured. In principle the parameters $\alpha_\nu$ could be different for each bead. In Ref. [33] two cases were studied. In the first one all parameters assumed the same value. In the second one the parameters for bead 1 and bead $N$ were set equal to 0 to study the influence of the mobility of the chain ends. The model was found to be a real improvement over the Rouse model. The time dependence of the material functions is satisfactory, as an overshoot is predicted. However the experimentally observed shear thinning effect cannot be explained for larger shear rates.

4.3 Master equations in rheology

4.3.1 Transient network theories

Concentrated polymer solutions and melts can also be described with the help of an approach that originated from the theory of rubber elasticity. A vulcanized rubber consists of strands which are permanently cross linked at junctions. To allow the description of the liquid-like behaviour, which is typical for polymer melts, one has to assume that the junctions, which represent the entanglements in the polymer system are temporary. In transient network theories junctions break up and reform continuously.

Let us now assume that the junctions are connected by elastic strands. These strands are idealized as Hookean springs. Their length and orientation is given by $Q$. For simplicity let us assume that we have only one type of strand, with spring constant $H$. The vectors $Q$ are distributed independently according to the distribution function $\Psi(Q, t)$. $\Psi(Q, t) d^4Q$ gives the probability of finding $n(t)$ network strands joining two entanglements with
a configuration around $Q$ at time $t$ in unit volume. The number density of strands $n(t)$ is thus defined as

$$n(t) = \int d^3Q \; \Psi(Q,t) \; ,$$

(4.52)

and is generally a function of time. As the internal force law of the strands that make up the network was assumed to be linear, the distribution function $\Psi_0(Q)$ at equilibrium will simply be a Gaussian one, that is

$$\Psi_0(Q) = \frac{n_0}{(2\pi \sigma^2)^{3/2}} \exp\left(-\frac{Q^2}{2\sigma^2}\right) .$$

(4.53)

Here $\sigma^2 = kT/H$ is one third of the mean square equilibrium length of the strands (with $k$ Boltzmann's constant and $T$ the temperature) and $n_0$ gives the equilibrium number density of strands.

At equilibrium the rate of junction creation should be equal to the rate of junction loss. It is therefore plausible that the distribution function $\Psi(Q)$ obeys the following Master equation

$$\frac{\partial}{\partial t} \Psi(Q,t) = h(Q) [\Psi_0(Q) - \Psi(Q,t)] .$$

(4.54)

The terms on the right hand side describe the creation and the destruction of the strands. Note that here new strands are created from the equilibrium ensemble, as is usually assumed in transient network theories. The function $h(Q)$ determines the rate of the creation and destruction of the strands. The above equation is in fact the Master equation describing a birth and death process for each strand $Q$. Such processes are also known under the name of one-step processes.

As we are mainly interested in the flow properties of polymer melts we have to describe the motion of a strand $Q$. For a Gaussian network the junctions can be shown [34] to move affinely with the deformation, as obviously does the strand vector joining two of them. The deformation of the strands which is induced by the flow field is thus given by the deterministic differential equation

$$\dot{Q} = \kappa \cdot Q \; ,$$

(4.55)

where $\kappa$ is the transpose of the velocity gradient. The equation of continuity determining the distribution function $\Psi(Q,t)$ as a consequence of the
affine deformation is given by

\[
\frac{\partial}{\partial t} \Psi + \frac{\partial}{\partial Q} \cdot (\kappa \cdot Q \Psi) = 0.
\]  

(4.56)

If we now allow that during the flow the strands may be lost and created we have to combine Eq.(4.54) with Eq.(4.56). Doing so we finally get the so-called convection equation [25] for the configurational distribution function \( \Psi(Q,t) \), which plays a fundamental role in polymer network theories,

\[
\frac{\partial}{\partial t} \Psi(Q,t) + \frac{\partial}{\partial Q} \cdot [\kappa \cdot Q \Psi(Q,t)] = h(Q) [\Psi_0(Q) - \Psi(Q,t)] .
\]  

(4.57)

The convection equation is a balance equation for the flow, the loss, and the creation of strands.

The quantity we want to determine to characterize the rheological behaviour of transient polymer network theories is the stress tensor \( \sigma \), which for a Gaussian network with strands of only one type is defined as [25]

\[
\sigma = H \langle QQ \rangle .
\]  

(4.58)

Here the brackets denote an average over an ensemble described by the distribution function \( \Psi(Q,t) \).

Transient network theories can be classified by the chosen ansatz for the function \( h(Q) \). For \( h = \text{constant} \) one obtains the well-known model of Green and Tobolsky [35]. In this case the stress tensor can be evaluated analytically from a closed constitutive equation. In order to improve the predictions of the Green-Tobolsky model, several models have been proposed, in which the strand creation and destruction probabilities depend on the instantaneous stress. One example is the model of Phan-Thien and Tanner [36, 37, 38]. For this model it is also possible to derive closed constitutive equations, because the rates depend on some mean properties of the ensemble, such as \( \langle Q^2 \rangle \). Models where the creation and destruction rates depend on the history of stress or the history of strain rate have also been proposed (for a review see ref. [39]). All the above-mentioned models have in common that the rates depend on global (or averaged) quantities. From a physical point of view it is much more plausible to assume that the rates depend on the local configuration of the strands. In these Yamamoto-type models [40, 41, 42, 43, 44], where the destruction probability depends on the strand extension, it is not possible to write
down a closed constitutive equation. It is exactly this class of network models for which simulation algorithms will be particularly useful. In fact the simulation of such network models leads to very satisfactory rheological predictions [45, 46].

Let us conclude this section with the following remark. The convection equation (4.57) which usually describes the dynamical behaviour of transient network theories is not a proper Master equation. It is as we have seen a combination of a Liouville equation with a Master equation for a birth and death process. It is nevertheless possible to generalize the convection equation to a proper Master equation. To this end one has to reconsider the dynamics of a single strand. In Gaussian transient network theories the strand is modelled as a Hookean spring, which is deformed affinely in a flow situation. At equilibrium the only dynamics is represented by the birth and death process. One could now describe the dynamics of a strand by a dumbbell model. Doing so the strand does not only feel the affine deformation, but also a retractive force and Brownian motion. The Hookean dumbbell model fulfills the above requirements, although one could also consider nonlinear dumbbell models. The transient network is thus formally modelled by an ensemble of dumbbells. The strands evolve stochastically in time according to a proper Langevin equation, as for instance

$$\dot{Q}(t) = \kappa(t) \cdot Q(t) - \frac{2}{\zeta} F(Q(t)) + \eta(t), \quad (4.59)$$

which is typical for molecular kinetic polymer models. If we allow again the strands to be generated and removed with certain rates as is typical for transient network models, then our new model can be described by the following equation for the distribution function $\Psi(Q,t)$ [47]

$$\frac{\partial}{\partial t} \Psi + \frac{\partial}{\partial Q} \cdot \left( \kappa \cdot \frac{\partial \Psi}{\partial Q} \cdot \Psi - \frac{2kT}{\zeta} \frac{\partial}{\partial Q} \Psi \right) = h(Q)[\Psi_b(Q) - \Psi(Q)] \quad (4.60)$$

which is a Master equation describing a diffusive process (Fokker-Planck equation) and a birth and death process. This approach gives us therefore a theoretical framework in which the two different points of view of molecular kinetic theories and of transient network theories can be unified. This approach is very promising as it naturally allows the study of non-Gaussian transient network theories by considering nonlinear internal force laws [47].
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4.3.2 The Orwell-Stockmayer model

Master equations arise also in another class of models we want to introduce briefly. Let us consider a polymer chain as a freely jointed chain made out of \( N + 1 \) beads. The beads are separated by a constant bond distance \( b \). Let us denote the connector vector joining bead \( i - 1 \) to bead \( i \) by \( u_i \), where \( u_i \) is a unit vector. This so-called Kramers chain makes elemental jumps of the following type. When an interior bead moves, the vectors \( u_i \) and \( u_{i+1} \) before the flip are transformed to the vectors \( u'_i \) and \( u'_{i+1} \) according to the following rule

\[
  u'_i = u_{i+1} \quad \text{and} \quad u'_{i+1} = u_i. \tag{4.61}
\]

That is, beads on the interior of the chain can suddenly jump to positions attained by a 180° rotation of the connecting rods, while the neighboring beads are held still. Orwell and Stockmayer [48] specify the terminal beads \( 0 \) and \( N \) to move so that

\[
  u'_1 = -u_1 \quad \text{and} \quad u'_N = -u_N. \tag{4.62}
\]

The model is completely defined if one also specifies the probabilities \( w_i \) per unit time that the \( i \)-th bead jumps. In the model of Orwell and Stockmayer these are given by

\[
  w_i = \alpha (1 - a u_i u_{i+1}), \tag{4.63}
\]

with \( a \leq 1 \). The flip probability for an end bead is assigned a constant value

\[
  w_0 = w_N = \alpha. \tag{4.64}
\]

The jumping probabilities depend on the chain configuration. The motion of the chain may be described by a Master equation that is configuration dependent. One finds that the probability distribution function obeys the following Master-equation

\[
  \frac{d}{dt} p(u_1, \ldots, u_N, t) = -p(u_1, \ldots, u_N, t) \left( \sum_{i=0}^{N} w_i \right) + w_0 p(-u_1, u_2, \ldots, u_N, t) \\
  + \sum_{i=1}^{N-1} w_i (u_{i+1}, u_i) p(u_1, \ldots, u_{i+1}, u_i, \ldots, u_N, t) \\
  + w_N p(u_1, \ldots, u_{N-1}, -u_N, t). \tag{4.65}
\]
The first term on the right-hand side of the above equation describes the loss of the configuration \((u_1, \ldots, u_N)\) as a consequence of the flip of one of the \(N + 1\) beads. The other terms on the right-hand side describe the creation of the configuration \((u_1, \ldots, u_N)\) from all the other chain configurations.

We have briefly reviewed the dynamics of the Orwell-Stockmayer model as it is of fundamental importance for the understanding of a new semi-Markovian model that we will describe in the next section.

4.4 Semi-Markov processes

In concentrated polymer solutions and melts the motion of a chain is strongly hindered due to the presence of the other chains. In Freiburg we developed a new model which is based on the following assumption [49]. A given polymer chain is frozen in space until it meets with a "gap", i.e., a portion of free volume in the melt. When a gap reaches a segment of chain the corresponding segment may jump to a new position, while the rest of the chain remains stationary. Note that the exact forms of the gaps are not specified, and not even considered, except for how they influence the movement of the chain. In the description of the chain dynamics the waiting time between two successive jumps of the same segment plays a fundamental role. When one specifies the possible motions of the chains, along with their relative probabilities, the type of chain, and the waiting time distributions, the equilibrium model is completely specified.

Our model is based on a generalization of the Orwell-Stockmayer model [48]. In the original Orwell-Stockmayer model the probability for a given bead to jump may depend upon the angle made by the two connecting-rods adjoining it. We remove this dependence, and allow all beads to jump with equal probability independent of the configuration of the chain.

Furthermore we allow the motion of the end beads to be more general: The bead may jump to any point on the sphere of radius \(a\) centered on the adjoining bead. In other words, the unit vector pointing from the second-to-the-end bead to the end bead may suddenly jump to a random orientation chosen from a uniform distribution on the unit sphere. This generalization allows all possible orientations of the rods independent of the initial chain configuration. The stochastic kinematics of the original
model are a Markovian process. Thus, the probability of a bead making a jump is dependent only upon the current configuration of the chain, and not upon the past jumps of the chain. Such an assumption implies that the times between successive jumps of a bead are much shorter than the time scale of interest, namely the time scale of the motion of chains. However, in the theory presented above, the motion of the segments of the chain are governed by the motions of neighboring chains on longer time scales. Thus, the time scale characteristic for a chain segment to meet up with a gap may be much longer than the time scale of interest, and thus, the waiting times for bead jumps are assumed to be fractal. For this reason the model describes a semi-Markovian process. The assumption of a fractal waiting time distribution has turned out to be very fruitful in a similar problem, namely the relaxation of concentrated solutions of electric dipoles [51]. Unfortunately, we can no longer write a Master Equation for the time evolution of the probability distribution function for the chain, and an analytic solution no longer seems possible.

All that remains to complete the model is the specification of the waiting time distribution function for the beads. It is defined as:

\[ \psi(t) dt := \text{Prob\{the time between successive jumps for a given bead is between } t \text{ and } t + dt \}. \]  \hspace{1cm} (4.66)

For simplicity, we assume that this probability is configuration independent and independent of the time of day. Actually, we expect some segments to be effectively screened by other segments, and thus to have a lower probability of jumping. Also, we expect that chain segments that are near in space to other segments that have recently jumped to have greater probability of jumping. We also ignore, for the time being, excluded volume effects. One fractal distribution is:

\[ \psi(t) = \frac{1}{\beta(1 + t)^{\beta + 1}}. \]  \hspace{1cm} (4.67)

For \( 0 < \beta \leq 1 \), the waiting times have no first moment, and thus, no characteristic time scale.

It is also useful to define another distribution function:

\[ P(t) dt = \text{Prob\{when examining any given bead at any given time, the time one must wait until the bead jumps is } \]
between $t$ and $t + dt$)
$$
= \sum_{\text{all } r' > t} \text{Prob\{the total jump is } t' \text{ in this interval\}} \times \text{Prob\{time } t - t' \text{ has passed in this interval\}}
$$
$$
= J \int_{t}^{\infty} \psi(t')dt'dt,
$$
where $J$ is the proper normalization constant. For the simple distribution given by Eq.[4.67], $P(t)$ has the form:
$$
P(t) = \frac{J}{(1+t)^{\beta}}. \quad (4.69)
$$
Note that if $\beta < 1$, $P(t)$ is not normalizable, and is thus no proper probability function. We will therefore consider only chains for which $\beta > 1$. We may then find the normalization function $J$ as
$$
J = \int_{0}^{\infty} \frac{1}{(1+t)^{\beta}} dt', \quad \beta > 1
$$
$$
= \beta - 1. \quad (4.70)
$$

Our simplified model has only two parameters: $\beta$ and $N$, the number of beads in the chain. However, we may interpret the beads in the chains as entanglement points, which we may expect to be roughly related to the entanglement molecular weight, $M_e$ (similar to the Doi-Edwards model):
$$
N = M/M_e - 1, \quad (4.71)
$$
where $M$ is the molecular weight of the chain. This leaves the parameter $\beta$ as the only adjustable parameter in the model, which is related to the gap diffusion. It may be closely related to the concept of free volume often invoked by physical chemists. However, we leave it open for now as an adjustable parameter to be fixed by one experiment, such as diffusion.

The Freiburg model is certainly not a reptation model. In fact, the probability for a chain making even one reptative-like motion is vanishingly small for longer chains. Nevertheless the chain kinematics considered here are similar to those of the Curtiss-Bird [25] and Gieseckus [52, 30] models, since chain segments move independently. However, here the segments have no preferred anisotropic motion, and the process is non-Markovian. Also, since the full chain kinematics are considered (and simulated) here,
the predictions of the model for diffusion are unambiguous. At equilibrium the model predicts non-Fickian diffusion in agreement with experimental data. A more detailed discussion of the predictions of the model can be found in Refs. [49, 50].

The model may be also interpreted as a network model with the beads representing entanglements, and bead jumps as the simultaneous destruction and creation of segments. However, here we have a connection to chain properties, and the destruction and creation rates are allowed to be non-Markovian. The latter point suggests that the model is more realistic, since the junction lifetimes are on the same time scales as the chain motions themselves.

4.5 Summary

The description of a complex dynamical system, such as a polymer melt requires the introduction of stochastical concepts. To this end we have briefly reviewed the fundamental equations describing the dynamics of stochastic processes. The Chapman-Kolmogorov equation was shown to characterize the properties of the very fundamental class of Markov processes, whose dynamics is generally described by a Master equation. For the restricted class of diffusive processes the Master equation is approximated by a Fokker-Planck equation for the probability distribution function. In this case the diffusive system can be equivalently described by a stochastic differential equation for the stochastic variable. This equivalence is fundamental for the Brownian Dynamics simulation approach to polymer melts. Semi-Markov processes were briefly introduced.

Stochastic differential equations arise very naturally in the theoretical description of polymer chains in a melt. If the chain is modelled as a bead-spring chain the single bead, neglecting inertial effects, feels a hydrodynamic drag, an internal force law, and a stochastic force which represents the effect of the interaction with the surrounding molecules. As stochastic differential equations can be very efficiently solved numerically one can introduce configuration dependent mobilities in the theories, which lead to a more realistic modelling. Also well established theories as the Doi-Edwards theory can be shown to be based on stochastic differential equations.
Master equations also occur in rheology. Transient network theories are usually described by a convection equation. Introducing an additional diffusive motion of the strands, that is by modelling the strand as a dumbbell, these theories can be shown to be described by a Master equation for both a diffusive and a birth and death process. Another model, the Orrweil-Stockmayer model is also described by a Master equation.

A new model, which was developed in Freiburg, is based on semi-Markov processes. Unfortunately the predictions of this model cannot be calculated analytically. For a Kramers chain the jump probabilities no longer depend on the configuration. One must specify the waiting time distribution for the jumps to occur. This is assumed to be fractal.
Chapter 5

Simulation of Stochastic Processes

P. Biller

In this lecture the powerful numerical method of computer simulations of stochastic processes is introduced and explained. The idea of a computer simulation is to follow a particle subject to the stochastic process under study. Generally one introduces small discrete time steps and calculates the changes the particle will make during such time steps. The particle is registered up to a desired final time and in this way one obtains a single realization of the stochastic process. Usually the interesting quantities are defined as certain averages of the stochastic process. Therefore one has to repeat the simulation until a large number of realizations is obtained from which the desired quantities, together with their statistical errors, can be calculated. In the following we will give the details of such a procedure for the Langevin equations and Master equations, as well as for the semi-Markov processes that arise in the description of the rheological behaviour of polymers. Before we begin with this programme let us make some introductory remarks on the generation of random numbers on a computer.
5.1 The generation of random numbers

Random numbers are one of the most important ingredients in any computer simulation. One may ask: how can a deterministic machine like a computer provide true random numbers? The answer is that the computer uses simple laws to generate a series of numbers which have statistical properties, such as the absence of correlations, that resemble those of true random numbers. So the more appropriate term for the stochastic quantities appearing in computer simulations would be pseudo random numbers.

The generation of equally distributed random numbers in the unit interval $[0,1]$ is a fundamental task. A method frequently employed is the linear congruential method [53] which works as follows. For prescribed parameters $a, b, m$ one chooses an initial value $r_0$ (which for example may be a function of the instant of time when the generation of the random numbers is started) and then constructs the series of numbers $r_n$ using the recursion formula

$$r_{n+1} = (ar_n + b) \mod m.$$  \hspace{1cm} (5.1)

The $n$-th random number is then defined as

$$x_n = r_n/m.$$  \hspace{1cm} (5.2)

It obviously lies in the unit interval. The quality of the random numbers generated in this way strongly depends on the choice of the parameters $a, b, m$. For instance, $m$ has to be chosen very large, for it gives the maximum possible number of different random numbers. For example, a good random number generator is obtained with the parameters $a = 513, b = 297410973$, and $m = 2^{37}$. More details on the choice of the parameters, as well as the various methods to test the quality of a generator can be found in the literature [53]. There one can also find alternatives to the linear congruential method. Tested subroutines for the generation of random numbers equally distributed in the unit interval can be found in any program library.

With the help of the random numbers $x_n$ equally distributed in the unit interval one can easily generate equally distributed random numbers $x'_n$ in the general interval $[\alpha, \beta]$ by the operation

$$x'_n = \alpha + (\beta - \alpha)x_n.$$  \hspace{1cm} (5.3)
In the simulation of Gaussian white noise to be treated soon, Gaussian random numbers are used instead of equally distributed ones. Without proof we give the following simple recipe for their generation known as the Box-Müller method [53]. Given two equally distributed random numbers $z_1, z_2$ from the unit interval one can build two random numbers $y_1, y_2$ through

$$y_1 = \sqrt{-2 \ln z_1 \cos(2\pi z_2)} , \quad y_2 = \sqrt{-2 \ln z_1 \sin(2\pi z_2)}$$

(5.4)

which represent two independent realizations of a variable that is normally distributed. Random numbers $\eta_n$ described by a Gaussian distribution with mean $\mu$ and variance $\sigma^2$ can then easily be obtained as

$$\eta_n = \mu + \sigma y_n .$$

(5.5)

Sometimes one has to draw random numbers $z_n$ from an arbitrary normalized probability distribution $p(z)$ (with say $0 \leq z < \infty$). There are several possibilities to do this [5]. Here we introduce the so-called inversion method: pick a random number $z_n$ equally distributed in the unit interval and solve the equation

$$P(z) \equiv \int_0^z dy \, p(y) = z_n$$

(5.6)

for $z$. This solution defines the random number $z_n$ which is a realization of a stochastic variable $z$ with the probability distribution $p(z)$.

### 5.2 The simulation of Langevin equations

This section explains the general method for a computer simulation of a stochastic differential equation, also known as Brownian dynamics simulation. As an example we will first consider the stochastic process of a Hookean dumbbell and then some generalized models. Throughout this section we will study the typical flow situation of inception of steady shear flow at time zero where $\kappa$ takes on the form

$$\kappa(t) = \dot{\gamma} \begin{pmatrix} 0 & 1 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix} \theta(t) .$$

(5.7)
Here $\dot{\gamma}$ is the constant imposed shear rate and $\theta$ is the Heaviside step function. The quantity of interest in rheology is the stress tensor $\sigma$ which for the Hookean dumbbell model is simply given by

$$\sigma = nH <QQ>$$

(5.8)

Here $n$ denotes the number density of polymers. The definition of the stress tensor for the generalized models treated later can be found in the literature [25]. Here it is not the precise form that is important but the fact that $\sigma$ is always defined as an average over the stochastic process. For the inception of steady shear flow one concentrates on the determination of the material functions $\eta^+, \psi_1^+, \psi_2^+$ which are defined by

$$\eta^+(t, \dot{\gamma}) = \frac{\sigma_{xy}(t)}{\dot{\gamma}} ,$$

$$\psi_1^+(t, \dot{\gamma}) = \frac{(\sigma_{xx}(t) - \sigma_{yy}(t))}{\dot{\gamma}^2} ,$$

$$\psi_2^+(t, \dot{\gamma}) = \frac{(\sigma_{yy}(t) - \sigma_{zz}(t))}{\dot{\gamma}^2} .$$

(5.9)

The steady state values for $t \to \infty$ are denoted by $\eta, \psi_1, \psi_2$. These are the material functions for the characterization of steady shear flow.

5.2.1 The algorithm for the Hookean dumbbell model

According to the last chapter the stochastic motion of a Hookean dumbbell is described by the Langevin equation

$$\dot{Q} = \kappa \cdot Q - \frac{2H}{\zeta} Q + \eta ,$$

(5.10)

where the stochastic forces $\eta$ are modelled as a Gaussian white noise with zero mean and the two time correlations

$$\langle \eta(t) \eta(t') \rangle = \frac{4kT}{\zeta} \delta(t - t') .$$

(5.11)

Before the simulation can begin one first has to introduce dimensionless quantities. Fixing the energy scale $kT$, the length scale $\sqrt{kT/H}$ (which is one third of the mean-square equilibrium length of the dumbbell) and the time scale $\lambda_H = \zeta/4H$ one arrives at

$$\dot{Q} = \kappa \cdot Q - \frac{1}{2} Q + \eta ,$$

(5.12)
where
\[ \langle \eta(t) \eta(t') \rangle = \delta_{ij} \delta(t - t') . \] (5.13)

In the above equations all quantities should be interpreted as dimensionless, although we have not introduced new symbols for simplicity.

The next step before the simulation is the discretization of the dimensionless Langevin equation by the introduction of finite time steps which leads to
\[
Q(t + \Delta t) = Q(t) + \Delta t(\kappa(t) \cdot Q(t) - \frac{1}{2} Q(t)) + \sqrt{\Delta t} f(t) .
\] (5.14)

Here \( \Delta t \) is the time step and each component of the vector \( f(t) \) is a normally distributed random number. The latter vectors are uncorrelated for different times. The above equation is known as the Euler discretization of the original Langevin equation and resembles the corresponding discretization for an ordinary differential equation. It gives the increment of the quantity \( Q \) in a small time step. This increment is a sum of a deterministic part and a stochastic part. It is important to note that the stochastic increment is not proportional to the time step, but to its square-root. This follows from the well-known fact that in an ordinary Wiener process the variance grows proportional to the time.

The discretized equation is the starting point of the computer simulation. It allows the determination of the stochastic quantity \( Q \) at the time \( t + \Delta t \) if its value is known at time \( t \). One starts at time zero with a vector \( Q_0 \) that is randomly drawn from the known Gaussian equilibrium distribution. Then the successive application of the discretized Langevin equation leads to one particular realization of the stochastic process. Since we are interested in the stress tensor which is an average over the stochastic process this single realization is not enough and we have to repeat the simulation for a large number of times \( M \). Then we can calculate an estimator for a quantity \( q \) (which may be time dependent) by the ensemble average
\[
\langle q \rangle = \frac{1}{M} \sum_{i=1}^{M} q_i ,
\] (5.15)

where \( i \) labels the different realizations. An estimator for the statistical error of the ensemble average is given by the square-root \( \sigma \) of the following
expression

\[ \sigma^2 = \frac{1}{M} [(q^2) - (q)^2] = \frac{1}{M^2} \sum_{i=1}^{M} (q_i - \langle q \rangle)^2. \]  \hspace{1cm} (5.16)

One can see that the estimator for the error \( \sigma \) asymptotically varies as \( M^{-1/2} \) so that one needs four times as many realizations in order to reduce the error by a factor of two. The obtained results clearly depend on the time step chosen. Therefore the whole simulation is run for different time steps and the results are then extrapolated to time step zero to obtain the final results. For the Euler scheme used here the extrapolation has to be linear [54]. The structure of the program is summarized in the following flow diagram:

S1: Choose a random vector \( Q_0 \) from the equilibrium distribution. This is the initial configuration of the dumbbell.

S2: Calculate the new configuration after a small time step \( \Delta t \) with the use of the discretized Langevin equation.

S3: If you are interested in measuring some quantity \( q \) at the present time, then calculate the value of this quantity for this realization and add it up to the contributions of the former realizations. Do the same for the quantity \( q^2 \).

S4: If the time has not reached the final time, then go back to S2, otherwise the calculation of this realization is finished and you proceed to S5.

S5: If the number of realizations has not reached the prescribed value \( M \), then repeat the simulation steps S1-S4, otherwise proceed to S6.

S6: Calculate the estimators of the interesting quantities and their statistical errors.

S7: Repeat the whole simulation S1-S6 for other values of the time step and determine the final results by an extrapolation to time step zero.

This is the general way to do a Brownian dynamics simulation for the Hookean dumbbell model. Let us end this description with a few remarks. First, we are not really interested in stochastic trajectories itself, but only in averages of the stochastic process. For such a situation one can show [54] that only the first two moments of the random numbers appearing
in the stochastic increment have to be correct. So, instead of normally distributed random numbers one may work with equally distributed random numbers in the interval $[-\sqrt{3}, \sqrt{3}]$. Depending on the machine, this can reduce the necessary computer time up to one order of magnitude. Second, there is an easier simulation method if one has a steady flow, or if one is only interested in the steady state values that are approached after the inception of the flow. Then it is sufficient to simulate only one single realization over a very large time and instead of an ensemble average one builds a time average to obtain the (time step dependent) results. In this way one implicitly assumes that the system is ergodic. The determination of the statistical error is slightly more complicated and can be found in the literature [55]. Third, methods of higher order than the first order Euler integration scheme may also be used. For this point we again refer to the literature [2].

5.2.2 The algorithm for the Rouse model

Now we want to generalize the Hookean dumbbell model to the original Rouse model where the polymer is modelled as a chain consisting of $N$ beads connected by $N - 1$ Hookean springs. The Langevin equation for this model was given in (4.31) in the last chapter. Using the same length, time, and energy scale as above, it is easy to derive the dimensionless Langevin equation for the $\nu$-th connector vector ($\nu = 1, ..., N - 1$). After discretization we arrive at

$$Q_\nu(t + \Delta t) = Q_\nu(t) + \Delta t[k(t)Q_\nu(t)] - \frac{1}{4} \sum_{\sigma=1}^{N-1} A_{\nu\sigma} \cdot Q_\sigma(t) + \sqrt{\Delta t} \sum_{\sigma=1}^{N-1} B_{\nu\sigma} f_\sigma(t). \quad (5.17)$$

As before, each component of the three dimensional vector $f_\sigma(t)$ is a normally distributed random number. The matrices $A_{\nu\sigma}$ and $B_{\nu\sigma}$ are given by

$$A_{\nu\sigma} = (2\delta_{\nu,\sigma} - \delta_{\nu,\sigma+1}) 1, \quad B_{\nu\sigma} = \sqrt{1/2} (\delta_{\nu,\sigma} - \delta_{\nu,\sigma-1}) 1. \quad (5.18)$$

As indicated in the last chapter they are the elements of supermatrices $\hat{A}$ and $\hat{B}$ that obey the equation $\hat{B} \cdot \hat{B}^T = \frac{1}{2} \hat{A}$ as a consequence of the fluctuation-dissipation theorem.

All quantities appearing in the discretized Langevin equation are defined and we are ready to start the Brownian dynamics simulation. The
program runs exactly the same way as described above for the Hookean dumbbell model. The only difference is that now we have \( N - 1 \) times as many stochastic variables as before. Moreover, the interesting phenomena occur on a time scale which scales quadratically with the number of beads. So one has to simulate a much longer time and for practical reasons the maximum bead number is limited to values of about 50.

Let us now turn to the results of the simulation. Both the Hookean dumbbell model and the Rouse model lead to predictions that are not at all satisfactory. For example, the viscosity \( \eta \) and the first normal stress coefficient \( \psi_1 \) are independent of the shear rate, and the second normal stress coefficient \( \psi_2 \) vanishes. All this is in contradiction to experimental data. Moreover the models are simple enough to be solved analytically [25]. So one may wonder: why do we make such a complicated simulation program for a model that can be solved analytically and moreover leads to disappointing results? The answer is simple. First, it is a great advantage that the computer simulation can be checked when analytical results are available. Second, the Hookean dumbbell model and the Rouse model are ideal starting points for more sophisticated models. For instance, one may argue that a linear force law for the springs is inadequate because the polymer is only finitely extensible. With a nonlinear force law the model cannot be solved analytically any more. However, a simulation is straightforward since only very few lines in the program have to be changed slightly. The inclusion of such a nonlinear force law along these lines has been treated in Ref. [56] and there it was found that the viscosity and the first normal stress coefficient decrease with increasing shear rate, in accordance with experiment. Here we want to discuss another generalization of the Hookean dumbbell model and the Rouse model, namely the inclusion of anisotropic mobility tensors as motivated in the last chapter.
5.2.3 The algorithm for the dumbbell model with anisotropic mobility

We begin with the implementation of the dumbbell model. Let the inverse of the scalar friction coefficient be substituted by an anisotropic mobility tensor of the form $\frac{1}{\xi} \mu$. In the last chapter we have learned that this leads to a stochastic differential equation with multiplicative noise which can be interpreted in different ways, either according to Ito or to Stratonovich. For the simulation it is essential to discretize the Ito-Langevin equation because only in this version are the stochastic Brownian forces, that are added in a small time step, uncorrelated with the actual stochastic variable $Q(t)$. The Ito-Langevin equation was given in Eq. (4.44) in the last chapter. After the introduction of dimensionless quantities and discretization we get

$$Q(t + \Delta t) = Q(t) + \Delta t[\kappa(t) \cdot Q(t) - \frac{1}{2}\mu \cdot Q(t) + \frac{1}{2} \frac{\partial}{\partial Q} \mu] + \sqrt{\Delta t} \cdot B \cdot f(t). \quad (5.19)$$

We can see immediately that the general simulation algorithm described for the Hookean dumbbell model also works for this more complicated model if one takes into account the following modifications. The anisotropic tensor $\mu$ appearing in the discretized Langevin equation is configuration dependent and therefore depends on the actual value of the stochastic variable $Q(t)$. So this quantity is not fixed throughout the simulation as in the Hookean dumbbell model where it was simply the unit tensor but time dependent. Therefore it has to be calculated anew in each time step. The same is true for the additional drift term in the Langevin equation and for the matrix $B$ which is defined by $B \cdot B^T = \mu$. The calculation of $B$ is straightforward since the elements of $B$ can be given analytically in terms of the elements of $\mu$.

5.2.4 The algorithm for the chain model with anisotropic mobility

For the chain model with anisotropic mobility tensors one has to modify the computer program for the Rouse chain. Again the mobility tensors which now appear in the supermatrix $\tilde{A}$ depend on the actual values of the stochastic variables so that they have to be calculated anew in each time step. Also the elements of the supermatrix $\tilde{B}$ have to be calculated anew.
in each time step from the equation $\mathbf{B}^2 = \frac{1}{2} \mathbf{A}$. This can be done with the so-called Cholesky decomposition algorithm. The additional calculations that become necessary in each time step increase the computation time significantly. Even for a chain with only ten beads a supercomputer like the CRAY2 needs about one hour of CPU time for one single run.

For a suitably chosen ansatz for the anisotropic mobility all qualitative predictions of the models are in full agreement with experimental findings. In particular, shear rate dependent material functions, including a nonvanishing second normal stress, with an overshoot in their time dependence for high shear rates, are found. The results are described and analysed in great detail in Ref. [32] for the dumbbell model and in Ref. [33] for the chain model.

5.3 The simulation of Master equations

5.3.1 The general algorithm for network models

In this section we will give the details of a computer simulation of the convection equation that arises in network theories of polymer melts. This serves as an example for a program for other more general Master equations. As in the simulation of the Langevin equations in the last section one follows the stochastic motion of particles in small time steps. Typical for a process described by a Master equation is that the small time behaviour is characterized by jumps between different states. In our concrete example network strands can be generated or destroyed in a small time step. The probabilities for these events depend on the creation and loss rates. Fixing the equilibrium distribution to be Gaussian, the single loss rate function $h$ specifies the whole stochastic process, as explained in the last chapter. We do not want to specify the functional form of this function here but we have in mind the particularly interesting situation that $h$ depends on the actual configuration $Q$ of a strand. In addition to the stochastic jumping from the equilibrium generation reservoir to existence and from existence to death we also have the deterministic change of the configuration of strands due to the flow that has to be taken into account in each time step. All these effects are now simulated for a large ensemble of network strands. The first step is again the introduction of
dimensionless quantities. As in the last section the energy scale is $kT$, the length scale is $\sqrt{kT/\kappa}$, and the time scale $\lambda$ is taken from the definition of the loss rate function $h$. Then the simulation proceeds as indicated in the following flow diagram:

S1: Generate the Gaussian equilibrium ensemble consisting of $M$ strands at time zero. This ensemble is followed in the simulation and a copy of it serves as the ensemble from which strands are generated.

S2: For each strand in the actual ensemble calculate the new configuration vector after a small time step: $Q(t+\Delta t) = Q(t) + \Delta t \kappa(t) \cdot Q(t)$.

S3: For each strand in the actual ensemble calculate the configuration dependent probability $h' = 1 - \exp[-h(Q(t))\Delta t]$ that the strand is destroyed in the time step $\Delta t$. Remove strands from the actual ensemble according to the calculated probabilities.

S4: For each strand in the Gaussian generation ensemble calculate the configuration dependent probability $h'$ that the strand is created in the time step $\Delta t$. Bring strands into the ensemble according to the calculated probabilities.

S5: If you are interested in measuring the stress tensor at the present time, then evaluate the corresponding average over the actual ensemble and its statistical error according to the rules in the last section, otherwise proceed to S6.

S6: If the time has not reached the final time, then go back to S2.

Also in this simulation the results depend on the time step chosen. In general one can show that with decreasing time step the results tend to the exact values. More quantitative details on this problem can be found in Ref. [57].

The main difference from the simulation of the Hookean dumbbell model in the last chapter is that the change of the configuration vector is much easier because it is only deterministic but that now one has the additional possibility that strands are generated or destroyed in a time step. Therefore the number of particles in the ensemble may not be constant but time dependent. This is the reason for simulating the whole ensemble over
successive time steps instead of generating single realizations one after the other as in the simulations of the last chapter.

Let us briefly discuss different network models classified by the function \( h \). The Lodge model where the function \( h \) is constant is simple enough to be solved analytically. In a similar way as the Hookean dumbbell model was helpful for a test of the computer program of Langevin equations the Lodge model serves as a check for the algorithm for network models. In analytical theories one generalizes the Lodge model by the assumption that the rate \( h \) depends on some averaged quantities, such as the mean-square equilibrium length. However, physically it is much more plausible to assume that \( h \) depends on the configuration of each single strand. For example, one can imagine that longer strands will break more easily than shorter ones. Such a theory with configuration dependent rates is not analytically solvable any more but it is very easy to modify the program for the Lodge model in order to solve it numerically. From symmetry arguments one argues that the loss rate should be a function of \( Q^2 \). So the simplest ansatz for a model with configuration dependent rates is

\[
h = \frac{1}{\lambda} \left(1 + \epsilon \frac{H Q^2}{kT} \right). \tag{5.20}
\]

Here \( \epsilon \) is a positive dimensionless parameter characterizing the strength of the configuration dependence. For \( \epsilon = 0 \) one reobtains the Lodge model. The qualitative predictions of the model turn out to be very satisfactory for both the shear rate dependence and the time dependence of the material functions. In particular, it turns out that the nonvanishing second normal stress difference can be directly traced back to the configuration dependence of the loss rate function. A more detailed description of the results can be found in Ref. [45].

### 5.3.2 The continuous time algorithm for network models

The simulation algorithm presented above works for the most general network models. In special cases a much more efficient method is possible which avoids the introduction of time steps [58]. It is therefore called continuous time simulation. What is the central idea behind this alternative algorithm? Instead of testing at each time step whether strands enter or leave the actual ensemble, one determines beforehand how long a single
strand lives in the ensemble. The lifetime $\tau$ is a stochastic quantity and so we have to determine the whole probability distribution function of lifetimes.

Let us assume a strand to be generated at time $t_0$ out of the Gaussian distribution with configuration $Q_0$. The probability that this strand is still in the ensemble at time $t$ is given by

$$P(t; t_0) \equiv \exp \left[ -I(t; t_0) \right] = \exp \left[ -\int_{t_0}^{t} ds \ h(Q(s)) \right] . \quad (5.21)$$

For time-independent loss rates this reduces to an equation which is well-known, for instance in the connection with radioactive decay processes. The above formula is then the obvious generalization to time-dependent loss rates. The time-dependent configuration vector appearing in the above equation obeys the differential equation $\dot{Q} = \kappa \cdot Q$ with the additional initial condition $Q(t_0) = Q_0$. For sufficiently simple flows, such as the inception of steady shear flow, this differential equation can be analytically solved leading to

$$Q(t) = \begin{pmatrix} Q_{0x} + \gamma f(t; t_0)Q_{0y} \\ Q_{0y} \\ Q_{0z} \end{pmatrix} , \quad (5.22)$$

with

$$f(t; t_0) = \begin{cases} 0 & \text{, if } t_0 \leq t \leq 0 \\ t & \text{, if } t_0 \leq 0 \text{ and } t \geq 0 \\ t - t_0 & \text{, if } 0 \leq t_0 \leq t \end{cases} . \quad (5.23)$$

Note that $P(t; t_0)$ is identical to the probability that the lifetime $\tau$ of the strand is at least $t - t_0$. We want to know the probability $p(\tau; t_0) \, d\tau$ that the lifetime is between $\tau$ and $\tau + d\tau$. So the strand lives up to the time $t_0 + \tau$ but not to time $t_0 + \tau + d\tau$. It follows that

$$p(\tau; t_0) = -P(t; t_0)\big|_{t=t_0+\tau} = h(Q(t_0 + \tau)) P(t_0 + \tau; t_0) . \quad (5.24)$$

We have now obtained the desired probability distribution function from which the lifetime of the strand will be chosen randomly during the simulation. It is interesting to see that this quantity not only depends on the time $t_0$ when the strands under study entered the ensemble but through $I(t; t_0)$ and $h$ on all configurations $Q$ from time $t_0$ up to the time $t_0 + \tau$ and thus on $Q_0$ and the shear rate.

The main steps in the continuous time simulation are then the following:
S1: Define a series of measurement times at which you like to measure the stress tensor.

S2: Choose a random time $t_0$ equally distributed in an appropriately chosen time interval. The time $t_0$ represents the time at which the new strand enters the ensemble.

S3: Choose a random vector $Q_0$ from the equilibrium ensemble. This is the initial configuration of the new strand.

S4: Choose a lifetime $\tau$ randomly from the correct probability distribution $p(\tau; t_0)$. Thus the strand will live from time $t_0$ until time $t_0 + \tau$.

S5: Calculate the configuration $Q(t)$ at those measurement times where the strand exists. From this determine the contribution to the interesting quantities at these times and add these contributions to those obtained for the earlier strands. Do the same for the squares of the interesting quantities. Update the number of contributing strands at the measurement times where the strand lives.

S6: If the number of simulated strands has not reached a prescribed value $M$, then repeat the simulation steps S2-S5, otherwise proceed to S7.

S7: Evaluate the interesting quantities and their statistical errors as ensemble averages at the chosen measurement times.

Let us make some remark on the above program. As the number of strands that enter the ensemble with the given configuration $Q_0$ is proportional to the rate $h(Q_0)$, one can think that instead of one strand $h(Q_0)$ strands enter the ensemble. This is the easiest way to take the configuration dependent generation rate into consideration in the simulation. So in step S5 instead of one we add $h(Q_0)$ when counting the number of contributing strands and for the same reason also the contributions to the measured quantities are weighted with the same factor before adding them to earlier contributions. The determination of the random lifetimes $\tau$ in step S4 is the central point in the simulation. These are drawn randomly from the distribution $p(\tau; t_0)$ with the inversion method described in section 5.1. For our problem at hand this strategy leads to the equation

$$I(\tau + t_0; t_0) + \ln(x_0) = 0 \quad (5.25)$$
with a random number \( z \), equally distributed in the unit interval. This equation has to be solved for \( \tau \). For simple models like that where the function \( h \) quadratically increases with \( Q^2 \) this can be done analytically. In more complicated situations a numerical determination of \( \tau \) is straightforward.

Note the main differences to the general algorithm introduced above. In the continuous time simulation it is possible to follow the evolution of single strands one after the other. More important is the fact, that no discrete time steps are introduced and so one does not have errors due to time discretization. Furthermore, there are no time consuming tests at each time step whether strands are created or destroyed. So the continuous time algorithm is much more efficient. Its only disadvantage is that it only works in special cases. First, the differential equation for the deterministic motion of the strand must have an analytical solution. However, this is true for homogeneous flows that are usually studied. More stringent is the necessary condition that the probability distribution of lifetimes must be calculated beforehand analytically. This is only possible in cases where the functional form of the loss rate function \( h \), as well as of the flow field, are very simple.

5.3.3 The continuous time algorithm for the Doi-Edwards model

At the end of this long chapter let us mention another interesting application of the continuous time simulation, namely the simulation of the Doi-Edwards model. In the last chapter the stochastic picture that underlies the Doi-Edwards model was explained. One has a vector \( U \) obeying the deterministic equation of motion \( \dot{U} = \kappa \cdot U - \kappa : U U U \) and a stochastic quantity \( S \) controlled by a Wiener process with reflecting boundaries. Each time the variable \( S \) reaches one of its boundaries the vector \( U \) has to be chosen new as a random unit vector. We note the similarity to the network model: we again have a configuration vector that has a specific lifetime during which it is changed deterministically by the flow field. The lifetime of the vector is now controlled by a Wiener process. One could have the idea to simulate this Wiener process with the simulation algorithm introduced for Langevin equations in order to determine the times
when the stochastic quantity \( S \) reaches one of its boundaries. This is indeed possible and has been done in Ref.[24]. However, it is not necessary to simulate the process \( S \) explicitly because for the determination of the stress tensor at time \( t \) only the value of the process \( U(t) \) has to be known while the value of the process \( S(t) \) is irrelevant. Moreover, the Wiener process with reflecting boundaries is simple enough to calculate all necessary quantities analytically. Therefore a much more elegant way is the direct application of the continuous time simulation approach.

Suppose that one wants to measure the stress tensor at time \( t \). For technical reasons it is easier in the following to work with birth times instead of lifetimes. For a vector \( U(t) \) that exists at time \( t \), the process \( S \) controls the stochastic birth time \( t' \) when this vector was created with random orientation. Now let \( \mu(t-t')dt' \) be the probability that this birth time is between \( t' \) and \( t' + dt' \). This is equivalent to the probability that, given the value \( S(t) \) at time \( t \), the last reflection at a boundary occurred between times \( t' \) and \( t' + dt' \). The analytical expression for \( \mu(t-t') \) can be found in the works of Doi and Edwards and is given by [23]

\[
\mu(t-t') = \sum_p \frac{8}{\pi^2 T_d} \exp \left( -\frac{p^2(t-t')}{T_d} \right),
\]  

(5.26)

where \( T_d \) is called the disengagement time. So the quantity \( \mu(t-t') \) can directly be interpreted as a probability distribution for the stochastic variable \( t' \). The continuous time simulation for the Doi-Edwards model then runs as follows:

**S1:** Choose a random time \( t' \) from the probability distribution \( \mu(t-t') \). The time \( t' \) is the time when the process \( S(t) \) reached one of the boundaries the last time before \( t \) and hence when the vector \( U(t) \) was born with random orientation.

**S2:** Choose a random orientation over the unit sphere. This defines the vector \( U(t') \).

**S3:** Calculate the orientation \( U(t) \) of the vector at the present time \( t \) with the analytical solution of the differential equation of motion.

**S4:** Calculate the contribution of this vector to the stress tensor and add this contribution to those obtained for the earlier realizations. Do the same for the squares of the measured quantities.
S5: If the number of simulated realizations has not reached a prescribed value $M$, then repeat the simulation steps S1-S4, otherwise proceed to S6.

S6: Evaluate the interesting quantities and their statistical errors as ensemble averages at the chosen measurement times.

Note that in order to allow a continuous time simulation the nonlinear deterministic equation of motion of the vector $U$ must be solvable analytically. To this end the flow tensor $\kappa$ has to be simple enough.

More details on the algorithm and the comparison of the obtained results with those of other numerical approaches can be found in Ref. [59].

5.4 The simulation of semi-Markov processes

In this section of the chapter we are going to describe a simulation algorithm for the semi-Markov process which was introduced in the last chapter and which is briefly recapitulated here. The model for the polymer is a Kramers chain with $N$ beads that make elementary jump motions of the Orwoll Stockmayer type. Up to now the model only treats the equilibrium case so that the chain remains motionless inbetween jumps. Each bead jumps according to the waiting time distribution

$$
\psi(t) = \frac{\beta}{(1+t)^{\beta+1}},
$$

(5.27)

with a free adjustable parameter $\beta > 1$. The slowly decaying function $\psi$ has no higher moments than the first which makes the model non-Markovian, in contrast to the original Orwoll-Stockmayer model for which the waiting time distribution is exponential.

Since the waiting time distribution is given analytically and the deterministic motion inbetween jumps is trivial one can use the continuous time simulation approach introduced in the last section. As before, we simulate one chain at a time. A sufficient number of chains are simulated to obtain the desired statistics, and the results of all chains are averaged. All units of length are normalized by the rod-length $a$, and time is already made dimensionless through the expression for $\psi(t)$. At the beginning of the simulation one has to define initial values of the bead jump times. One
can show [49] that these have to be drawn from the distribution function \( P(t) \) given by

\[
P(t) = \frac{\beta - 1}{(1 + t)^\beta}.
\] (5.28)

This can easily be done with the method of inversion. The jump order is then found from the selected jump times, and stored in a table. The table is ordered only once at the beginning of the simulation and then updated throughout. Thus, the next bead to jump is always given by the first entry in the table. During the simulation new jump times are always drawn randomly from the distribution \( \psi \) which is again done using the inversion method.

For the equilibrium situation considered here it is interesting to study the diffusive behaviour of the center-of-mass and the autocorrelation of the end-to-end vector.

The simulation thus proceeds in the following steps:

**S1:** Define the times at which you like to measure the interesting quantities.

**S2:** Choose the initial configuration of the chain from a random walk of unit step length. Calculate the initial end-to-end vector and set the initial center-of-mass position arbitrarily to \( \mathbf{0} \). Draw initial values of the bead jump times from the distribution function \( P(t) \) and build the jump table.

**S3:** The length of the current time step is given by the jump time of the bead in the first entry of the jump table. Advance the simulation time counter by this time step.

**S4:** If the simulation time counter has advanced past some of the measurement times, then add the interesting quantities (and their squares) at these times to those of the previous chains, else go to S5.

**S5:** Change the configuration. Calculate the new center-of-mass position, and the new end-to-end vector (if an end bead jumps).

**S6:** Decrease all jump times by the current time step, select a new jump time for the bead that just jumped, and update the jumping order table.
S7: If the time has not reached the desired final time, then go back to S3, otherwise proceed to S8.

S8: If the number of simulated chains has not reached a prescribed value $M$, then repeat the simulation steps S2-S7, otherwise proceed to S9.

S9: Evaluate the interesting quantities and their statistical errors as ensemble averages at the chosen measurement times.

To check the entire simulation, $\psi(t)$ can be replaced by the (dimensionless) exponential form $\psi_{\text{SS}}(t) = \exp(-t)$ to make the model Markovian, and the simulation results compared with the analytic results for the Orwell-Stockmayer model.

The results of the model are very interesting. One finds that the model predicts non-Fickian diffusion in an intermediate time region $(t_c(t)^\alpha) \sim t^\alpha$ with $\alpha$ dependent on $\beta$, in agreement with experimental data. For longer times the diffusion is Fickian and scales with the chain length $N$ as $N^{1-2/\alpha}$, where $\alpha$ is a function of $\beta$. For example, for $\beta = 1.3$ one finds for the diffusion coefficient $D \sim N^{1-2/\alpha}$. The autocorrelation of the end-to-end vector of the chain has a stretched exponential form (exp[-(t/\tau)\gamma], with $\gamma$ a function of $\beta$ and $N$) with a time constant $\tau$ that scales as $N^{1.3}$ for $\beta = 1.3$. A thorough discussion of the predictions can be found in Ref. [49]. For the future it is planned to generalize the model to investigate also non-equilibrium conditions.

5.5 Conclusions

At the end of this long chapter on stochastic simulation algorithms for the investigation of models for polymer melts let us remark that we only have described some aspects of the field. For instance, we have not at all considered the important Monte-Carlo calculations on a lattice. Let us briefly summarize the main results.

- Typically only oversimplified models can be solved analytically and more realistic models have to be treated numerically.
- Instead of solving the partial differential equations (e.g., Fokker-Planck equation, convection equation) numerically, it is preferable to simulate directly the stochastic dynamics underlying these equations.
• Very often the programs for the realistic models do not differ much from those of the simple models with analytical solutions. So the known solutions of the simple models serve as a check of the computer programs.

• The simulation of the stochastic process is straightforward: generally one follows the evolution in small time steps to get one realization. The results follow as averages over many such realizations.

• A careful error analysis is necessary: one has statistical errors and errors due to time discretization (the latter vanish in continuous time simulations).

• A more and more detailed model building (and thus a better understanding of the system) is only limited by the necessary amount of computer time.

The author hopes to have shown that simulation methods are a very powerful and valuable (and perhaps the most promising) tool to study such complex dynamical systems as polymer melts.
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per la Fisica: «La sfida della fisica delle particelle»; BRUNO
Rossi del Massachusetts Institute of Technology: «La sco-
perta del vento solare»; G. BARONE, G. DELLA GATTA, G.
NEMETHY, F. LEJ: «Ruolo dell’acqua nelle interazioni fra
molecole biologiche: I - Interazioni in soluzione acquisite di
amminoacidi, ammendi e peptidi modello; II - Entalpie di
idratazione di ammini e uree; III - Modelli di idratazione
negli studi conformazionali di peptidi; IV - Il ruolo del
solvente nell’aggregazione di ammini e uree: simulazioni nu-
meriche»; CHEN JING-HUA della Società di agopuntura tradi-
zionale della Repubblica Popolare Cinese: «Il trattamento
delle malattie respiratorie con l’agopuntura e le erbe cinesi»;
HUMBERTO MATURANA: «Riflessioni sulla cognizione come
fenomeno biologico»; PAOLO DE LUCA, DENNIS W. STEVEN-
SON, JAMES E. MICKLE: «Attualità dello studio della Paleobota-
nica e dell’Etnobotanica» (in collaborazione con l’Orto Bota-
nico di Napoli); GIORGIO BERNARDI del Laboratoire de généti-
que moléculaire - Institut Jacques Monod di Parigi: «Il caso e
la necessità nell’evoluzione»; I.M. KHALATNIKOV e V. BELINSKI
dell’Istituto Landau dell’Accademia delle Scienze dell’Unione
Sovietica: «Inflationary cosmology»; PAOLA MANACORDA e
ABBE MOWSHOWITZ: «Calcolatore e società: I - Lavorare
quanto, lavorare come, lavorare per chi? II - L’organizzazione
possibile: il futuro con la tecnologia dell’informazione» (in
collaborazione con il Dipartimento di Informatica e Sistemi-
istica dell’Università di Napoli); GIANFRANCO CIMMINO, ENNIO
DE GIORGI, GIOVANNI PUGLIESE CARRATELLI, LUIGI A. RADICATI DI
BROZOL, CARLO SBORDONE, GIUSEPPE SCORZA DRAGONI, EDOARDO VESENTINI: «Il pensiero matematico del XX
secolo e l’opera di Renato Caccioppoli» (in collaborazione
col la Scuola Normale Superiore di Pisa); FRANCO RINALDI
dell’Università di Napoli: «Recenti prospettive della ricerca
in psichiatria» (in collaborazione con l’ADFAOF-AFASP
Regione Campania); ALFONSO MARIA LIQUORI dell’Università
di Roma: «Dalla biologia molecolare e teorica all’ oncologia»
in collaborazione con l’Istituto Italiano per gli Studi Oncolo-
gici); ITALO SABELLI: «Esperienze di analgesia con agopun-
tura»; DAVID GROSS dell’Università di Princeton: «Teorie
unificate di ogni genere»; MANFRED FINK dell’University of

VII

VIII
NUOVE PROSPETTIVE NELLE TEORIE DEI QUANTI 
E DELLA RELATIVITÀ GENERALE

(in collaborazione con docenti e ricercatori delle Università 
italiane e con scienziati del CERN di Ginevra)

Napoli-Amalfi, 7-12 maggio 1984

Relazioni di: PAOLO BUDINICH, EDUARDO CAIANIELLO, VITTO-
RIO DE ALFARO, TULLIO REGGE, L. VAN HOVE.

Con la partecipazione di: J. BELL, CERN, Ginevra; P. BUDI-
NICH, SISSA, ICTP Trieste; R.E. MARSHAK, Virginia Polyt.
Instit., Presidente della American Physical Society, USA; C. 
REBBI, Brookhaven National Laboratory, USA; T. REGGE, 
Università di Torino; E.C.G. SUDARSHAN, University of Te-
exas, Austin, USA; L. VAN HOVE, CERN, Ginevra; B. ZU-
MINO, Lawrence Berkeley Laboratory, USA.

TEORIA GENERALE DELLE STRUTTURE

(in collaborazione con l'Accademia delle Scienze del-
l'U.R.S.S. e con il Consiglio Nazionale delle Ricerche)

Napoli, 18 ottobre-Amalfi, 19-21 ottobre 1984

Relazioni di: M.A. AIZERMAN, E. CAIANIELLO, G. DELLA RIC-
cia e C. TASSO.

Con la partecipazione di: A. ALEKSEEROV, F. DOROFEYUK, M. 
MARINARO, G. MUSSO, A. NEGRO, S. PIATNISKIJ, N. POSTI-
glione, L. ROZONOER, G. SCARPETTA, I. SMIRNOVA, L. TENEN-
baum, A. VENTRE, L. VOLSKIY.
PARTICLES AND GEOMETRY

(in collaborazione con il Center for Theoretical Physics,
University of Texas at Austin)

Austin, 25 febbraio - 1 marzo 1985

Relazioni di: STEVEN WEINBERG, BRYCE DE WITT, JOSEPH
POLNINSKI, PHILIP CANDELAS, RICHARD MATZNER, WILL
FISCHLER, MARC HENNEAUX, CECILE MORETTE-DE WITT, JOHN
ARCHIBALD WHEELER.

IL MERIDIONE E LE SCIENZE (secoli XVI-XIX)

(in collaborazione con l’Università degli studi di Palermo e
con l’Istituto Gramsci Siciliano)

Palermo 14-16 maggio 1985

Inaugurazione: IGNAZIO MELISENDA, Magnifico Rettore
dell’Università di Palermo; FRANCESCO RENDA, Presidente
dell’Istituto Gramsci Siciliano.

Relazioni di: PAOLO CASINI, MARCELLO CARAPEZZA, ANNA
DELL’OREFICE, CARLO OLMO, GUIDO MASOTTO, ALBERTO
MONROY, CHRISTINE GRÖBEN, F. PAOLO CASTIGLIONE,
FRANCO PALLADINO, FRANCO MARIA RAIMONDO, UGO BALDI,
CORRADO DOLLO, ROSARIO MOSCHEO, PIER DANIELE
NAPOLITANI, JOSÉ ELIA, PAOLO RIGUTTI, SILVANA BARRECA,
SALVATORE PEDONE, PIETRO OMODEO, FERDINANDO ABBRI,
PINA CATALANOTTO, NICOLETTA MORELLO, VLADO ZORIC,
EDOARDO BENVENUTO, GIUSEPPE BENTIVEGNA, UMBERTO BOTTAZZINI,
PAOLO FREGUGLIA, SANTI VALENTI, CLARA GALLINI,
PASQUALE ASSENNATO, GIUSEPPE CASARRUBEA, GIUSEPPE
DATO, STEFANIA MISURACA, GIUSEPPE RESTIFO, LUCIO SARNO,
GIOVANNI FIUME, GIUSEPPE SICHEL, SALVATORE DI PASQUALE,
VALERIA BRUNAZZI, ANTONIETTA JOLE LIMA, AUGUSTO PLACA-
NICA, ANTONINO BUTTITA, SEBASTIANO DI FAZIO, JOLE GI-
GANTE, ELIO MANZI, GUGLIEMO BENFRATELLO, ANTONINO BE-
ROLE OF DNA IN BRAIN ACTIVITY

(in collaborazione con il Consiglio Nazionale delle Ricerche, la International Society for Neurochemistry, l’Istituto Internazionale di Genetica e Biofisica, la Stazione Zoologica di Napoli e l’Università di Napoli)

Napoli-Ravello, 26-29 maggio 1985

Direzione scientifica: Prof. Antonio Giuditta
Istituto Internazionale di Genetica e Biofisica.


QUANTUM FIELD THEORY

(in collaborazione con l’Università di Salerno, Dipartimento di Fisica Teorica e con l’Università di Alberta - Canada).

Napoli-Positano, 1-8 giugno 1985
Comitato scientifico: S. KAMEFUCHI, F. MANCINI, H. MATSUMOTO, N.Y. PAPASTAMATIOTOU.

Comitato organizzatore: Istituto Italiano per gli Studi Filosofici, S. DE FILIPPO, M. FUSCO-GIRARD, F. MANCINI, P. SODANO, G. VITIELLO.


Partecipanti ai lavori: A. AURILIA (Canada), F. BASSANI (Italia), A.Z. CAPRI (Canada), D. DE. FALCO (Italia), R. FERRARI (Italia), Y. FUJIMOTO (Giappone), G. JONA-LASINIO (Italia), M. KONUMA (Giappone), L. LEPLAE (Stati Uniti), M. MISRA (Belgio), T. MUTA (Giappone), Y. NAKANO (Italia), B. PREZIOSI (Italia), H. SCHIFF (Canada), G.M. SEMENOFO (Canada), V. SRINIVASAN (India), S. TANAKA (Giappone), Y. TOMOZAWA (Stati Uniti), K. YOSHIDA (Italia).

L’OPERA DI EINSTEIN. I - EINSTEIN E IL SUO TEMPO

(in collaborazione con: Istituto Gramsci Veneto, Goethe Institut, Max-Planck-Institut, Intercultural Society for Science and Art)

Venezia, 13-14 dicembre 1985

Relazioni di: UMBERTO CURI, JOHN STACHEL, FRANÇOISE BAIL-BAR, PAOLO BUDINICH, ENRICO BELLONE, FRIEDRICH CRAMER, PAOLO ZELLINI, DENNIS W. SCIAMA, WOLFGANG KAEMPFER, JEAN-MARC LEVY-LEBLOND, GERT MATZENKLOTT, REMO BODEI, HEINZ D. KITTEINER, MASSIMO CACCIARI.

XII
L'OPERA DI EINSTEIN. II - EINSTEIN E LA FISICA CONTEMPORANEA

(in collaborazione con: Istituto Gramsci Veneto, Dipartimento di Fisica dell’Università di Salerno, Goethe Institut, Max-Planck-Institut, Intercultural Society for Science and Art)

Napoli, 28 febbraio - 1 marzo 1986


TEORIA UNIFICATA DELLA GRAVITAZIONE

3-7 marzo 1986


LEGGI DI SIMMETRIA E UNIFICAZIONE DELLE INTERAZIONI FONDAMENTALI

(in collaborazione con il Dipartimento di Fisica Nucleare, Struttura della Materia e Fisica Applicata dell’Università di Napoli)

Napoli, 15-18 aprile 1986


XIII
PHYSICS OF COGNITIVE PROCESSES

(in collaborazione con: Istituto Internazionale di Alti Studi Scientifici - Università di Nijmegen - Dipartimento di Fisica Teorica dell'Università di Salerno - Centro Internazionale de Fisica, Bogotà)

Napoli-Amalfi, 16-20 giugno 1986

Relazioni di: F.T. ARECCHI (Italia), A. BORSELLINO (Italia), V. BRAITENBERG (R.F.G.), R. BUSA (Italia), G. GAGLIOTTI (Italia), A. COOLS (Olanda), E. HALL (USA), H. HAKEN (R.F.G.), D. HOFSTADTER (USA), P. JOHANNESSMA (Olanda), T. KOHONEN (Finlandia), F. LAURIA (Italia), D. MACKAY (Inghilterra), H. MATURANA (Cile), L. RICCIARDI (Italia).

ADVANCES OF PHASE TRANSITIONS AND DISORDER PHENOMENA

(in collaborazione col Dipartimento di Fisica Teorica dell'Università di Salerno)

Amalfi, 25-27 giugno 1986


FONDAMENTI DI INTELLIGENZA ARTIFICIALE

(Seminario internazionale di studi in collaborazione col Dipartimento di Informatica e Sistemistica dell'Università di Napoli, col Dipartimento di Scienze Relazionali e della Comunicazione dell'Università di Napoli e col Progetto Strategico di Intelligenza Artificiale dell'Istituto di Cibernetica - CNR Napoli)

Napoli - 1-5 settembre 1986

XIV


COOPERAZIONE SCIENTIFICA TRA ITALIA, SPAGNA E FRANCIA NEL CAMPO DELLE TECNOLOGIE DELL’INFORMAZIONE: SITUAZIONE ATTUALE E PROGETTI FUTURI

(in collaborazione con l’Istituto di Cibernetica del C.N.R. di Napoli)

Napoli, 6-10 ottobre 1986


XV
RIEDUCARE IL CERVELLO

(in collaborazione con l'Istituto di Scienze Neurologiche dell'Università di Napoli)

Napoli, 23-24 ottobre 1986

Relazioni di: V. Bonavita, G. Gainotti, M.C. Silveri, 
M.E. Zanobio, R. Job, M.P. de Partz, S. Carломagno, 
P. Montella, E. Magno Caldognetto, X. Seron, G. Miceli, 
D. Grossi, M. Vanderlinden, G. Vallar, F. Coyotte, 
E. De Renzi.

Interventi di: G.A. Buscaino, A. Basso.

CRYSTALS, GENES AND EVOLUTION

In honour of A.M. Liquori

(in collaborazione con l'Università degli Studi di Napoli)

Napoli, 3 novembre 1986

Relazioni di: A. Ballio, V. Crescenzi, M. Perutz.

Interventi di: D. De Masi, G. Toraldo di Francia.

CONVEGNO INTERNAZIONALE
DI PATOLOGIA AMBIENTALE

(in collaborazione con l'Associazione Italiana di Patologia Ambientale e di Ecologia e l'Associazione Italia Nostra)

Napoli, 11-12 dicembre 1986

Presidente: D. Lauria

Relazioni di: G. Salvatore, S. Del Giacco, D. Burkitt, 
G. Mazzacca, R. Naccarato, M. Mancini, A.R. Bianco,

XVI

CONVEGNO ITALO-SOVIETICO SULLA SUPERCONDUTTIVITÀ DEBOLE
(in collaborazione con il Consiglio Nazionale delle Ricerche e con l'Accademia della Scienze dell’U.R.S.S.)
Napoli, 5-7 maggio 1987

NEW IDEAS IN ASTRONOMY
(in collaborazione con l'Istituto Veneto di Scienze, Lettere ed Arti, col Dipartimento di Astronomia dell'Università di Padova e con l'Osservatorio Astronomico di Padova)
Venezia, Palazzo Loredan, 5-7 maggio 1987

KOSMOS. LA COSMOLOGIA OGGI
TRA FILOSOFIA E SCIENZA
(in collaborazione con l'Istituto Gramsci Veneto e col Goethe Institut)
Venezia, Ca' Dolfin, 8-9 maggio 1987

BIOMATHEMATICS AND RELATED COMPUTATIONAL PROBLEMS
(in collaborazione con il Consiglio Nazionale delle Ricerche, col Dipartimento di Matematica e Applicazioni dell'Università di Napoli e col Dipartimento di Informatica e Applicazioni dell'Università di Salerno)
Napoli-Capri, 25-30 maggio 1987

XVII
THE ETHICS OF SCIENTIFIC KNOWLEDGE

(in collaborazione con l'International Centre of Theoretical Biology e con l'Istituto della Enciclopedia Italiana)

Venezia, Palazzo Loredan, 4-6 giugno 1987


LA RESPONSABILITÀ ETICA DELLO SCIENZIATO

(in collaborazione con l'Università di Colonia e con l'Istituto Italiano di Cultura di Colonia)

Colonia, 21-23 aprile 1988

UNITY AND INTERNATIONALISM OF SCIENCES AND HUMANITIES

(in collaborazione col CERN)

Ginevra, 9-10 maggio 1988

SEQUENCES, COMBINATORICS, COMPRESSION, SECURITY AND TRANSMISSION

(in collaborazione con il Dipartimento di Informatica e Applicazioni dell'Università di Salerno)

Napoli-Positano, 6-10 giugno 1988

XVIII
LA MECCANICA QUANTISTICA DI FEYNMAN
A 40 ANNI DALLA SUA PROPOSTA
(in collaborazione con l'Istituto di Ricerca sulle Onde Elettromagnetiche del CNR)
Napoli, 16-18 giugno 1988

IV CONVEGNO NAZIONALE DI TOPOLOGIA
(in collaborazione con il Dipartimento di Matematica e Applicazioni «Renato Caccioppoli» dell'Università di Napoli, col CNR, col Ministero della Pubblica Istruzione)


Comitato scientifico: D. DEMARIA, G. DE MARCO, M. DOLCHER, S. GUZZONE, G. TIRONI.

ANALISI REALE E TEORIA DELLA MISURA
(in collaborazione con il Gruppo di Ricerca in Analisi Reale e col Dipartimento di Matematica e Applicazioni «Renato Caccioppoli» dell'Università di Napoli)
Capri, 12-16 settembre 1988

SECONDO CONVEGNO INTERNAZIONALE
DI PATOLOGIA AMBIENTALE ED ECOLOGIA
(in collaborazione con la II Facoltà di Medicina e Chirurgia dell'Università di Napoli e con l'Associazione Italiana di Patologia Ambientale ed Ecologia)
Napoli, 27-28 ottobre 1988

XIX

IL PRINCIPIO ANTROPICO
(in collaborazione con l’Istituto Gramsci Veneto, il Goethe Institut, il Dipartimento di Astronomia dell’Università di Padova)
Venezia, 18-19 novembre 1988

LAMARCK E IL LAMARCKISMO
Napoli, 1-3 dicembre 1988

LA SCIENZA COGNITIVA IN ITALIA
(in collaborazione con l’Istituto di Scienze Neurologiche e il Dipartimento di Scienze delle Relazioni dell’Università di Napoli)
Napoli, 7-8 aprile 1989

I FONDAMENTI DELLA MATEMATICA E DELLA FISICA NEL XX SECOLO: LA RINUNCIA ALL’INTUIZIONE
(in collaborazione con il Dipartimento di Matematica dell’Università di Perugia e con il Comitato Nazionale per le Scienze Matematiche del CNR)
Perugia, 27-29 settembre 1989

XX
MECHANISMS OF FERTILIZATION:
PLANTS TO HUMANS

Convegno dedicato alla memoria di Alberto Monroy
(in collaborazione con la Stagione Zoologica «Anton
Dohrn » di Napoli)
Sorrento, 1-4 ottobre 1989

SECOND IIGB WORKSHOP
MOLECULAR BIOLOGY OF DEVELOPMENT
(in collaborazione con l’Istituto Internazionale di Genetica
e Biofisica)
Capri, 2-4 ottobre 1989
Relazioni di: M. Ashburner, J. Campos-Ortega, M. Chal-
fie, T. Cline, E. De Robertis, D. Duboule, W. Gehring, P.
Gruss, D. Hirsh, R. Horvitz, M. Levine, M. Noll, A.
Spradling, C. Wu.
Comitato scientifico: P. Bazzicalupo, E. Boncinelli, F.
Graziani, M.G. Persico.

WAVES AND STABILITY IN CONTINUOUS MEDIA
(in collaborazione con il Dipartimento di Matematica e
Applicazioni «Renato Caccioppoli » dell’Università di Na-
poli e col Comitato Nazionale per le Scienze Matematiche
del CNR)
Napoli-Sorrento, 9-14 ottobre 1989
Relazioni di: C.J. Amick, M. Anile, L. Arkeryd, N. Bell-
omo, P.L. Christiansen, M. Fabrizio, A. Greco, A. Hey-
wood, H. Matsumura, A. Morro, I. Muller, A.A. Nayfeh,
P. Podio Guidugli, A. Quarteroni, R.K. Rajagopal, P.
Comitato scientifico: M. Fabrizio, P. Renno, S. Rionero,
A. Romano, G. Toscani.

XXI
LE ORIGINI DELL'UNIVERSO

Terzo convegno veneziano di filosofia e cosmologia

(in collaborazione con: Istituto Gramsci Veneto, Dipartimento di Astronomia dell'Università di Padova, Goethe Institut)

Venezia, 24-25 novembre 1989

SCUOLA ESTIVA DI TOPOLOGIA 1990
IPERSPAZI E SPAZI UNIFORMI

(in collaborazione con il Dipartimento di Matematica e Applicazioni « Renato Caccioppoli » dell'Università di Napoli, con il CNR e col Ministero dell'Università e della Ricerca Scientifica e Tecnologica)

Napoli, 9-14 luglio 1990

Coordinamento scientifico: GIUSEPPE Di MAIO (Università di Napoli), DAVIDE DEMARIA (Università di Torino), GINO TIRONI (Università di Trieste).


IV CONVEGNO DI ANALISI REALE
E TEORIA DELLA MISURA

(in collaborazione col Gruppo di Ricerca CNR in Analisi Reale, col Dipartimento di Matematica e Applicazioni « Renato Caccioppoli » dell'Università di Napoli e col Dipartimento di Matematica e Statistica dell'Università di Napoli)

Capri, 10-14 settembre 1990

XXII
REGULATION OF HEAT SHOCK GENE EXPRESSION

(in collaborazione con l’Istituto Internazionale di Genetica e Biofisica e con la Fondazione Viamarconidieci)

Ravello, 17-20 settembre 1990

Coordinamento scientifico: Bruno Maresca, Susan Lindquist.


METODI DI ANALISI REALE NELLE EQUAZIONI A DERIVATE PARZIALI

(in collaborazione col Dipartimento di Matematica e Applicazioni « Renato Caccioppoli » dell’Università di Napoli, con l’Università di Napoli « Federico II », con l’Accademia di Scienze Fisiche e Matematiche di Napoli, col Ministero della Pubblica Istruzione)

Capri, 17-20 settembre 1990

XXIII
Relazioni di: A. Avvaggiati (Università di Roma «La Sapienza»), A. Bojarski (Università di Varsavia), A. Canfora (Università di Napoli), E. De Giorgi (Scuola Normale Superiore), E. Fabes (Università del Minnesota), C. Fefferman (Università di Princeton), F. Guglielmino (Università di Catania), T. Iwaniec (Syracuse University), E. Lanciotti (Università di Bologna), P.L. Lions (Università di Parigi), M. Marino (Università di Catania), S. Matarasso (Università di Bologna), A. Maugeri (Università di Catania), F. Murat (Université Pierre et Marie Curie), C. Parenti (Università di Bologna), L. Rodino (Università di Torino), E. Stein (Università di Princeton), G. Talenti (Università di Firenze), M. Troisi (Università di Salerno), N. Trudinger (The Australian National University), I. Wik (Università di Umea), R. Wheeden (Rutgers University).

STOCHASTIC DYNAMICAL SYSTEMS

(in collaborazione con la Facoltà di Fisica dell’Università di Friburgo i.B.)

Napoli, 8-9 ottobre 1990


FRONTEIRE DELLA BIOLOGIA (III)

(in collaborazione con l’Istituto Internazionale di Genetica e Biofisica e con la Fondazione Viamarconidieci)

15 febbraio-30 marzo 1991


XXIV
L'ORDINE NELL'ALGEBRA E NELLA LOGICA

(in collaborazione con l'Istituto di Matematica della Facoltà
di Architettura dell'Università di Napoli e col Dipartimento
di Scienze dell'Informazione dell'Università di Milano)

Napoli, 5-8 febbraio 1991

Relazioni di: E. Casari (Firenze), M. Curzio (Napoli), M.L.
Dalla Chiara (Firenze), A. De Luca (Roma), M. Dick-
mann (Parigi), A. Di Nola (Napoli), U. Felgner (Tubinga),
G. Gerla (Potenza), A. Macintyre (Oxford), D. Mundici
(Milano), D. Perrin (Parigi), P. Ribenboim (Kingston, Onta-
rio), G. Tallini (Roma).

FRONTERE DELL'ANTROPOLOGIA

(in collaborazione con il Museo di Antropologia dell'Uni-
versità di Napoli)

Napoli, 28 febbraio - 27 marzo 1991

Relazioni di: F. Giusti, F. Fedele, B. Chiarelli, A. Tartaa-
bini, J. Woodburn.

LINEAR SPACES

(in collaborazione con il CNR, il Dipartimento di Mate-
matica e Applicazioni « Renato Caccioppoli » dell'Università
di Napoli, il Gruppo Nazionale di Ricerca del MURST
« Strutture geometriche, combinatorie, loro applicazioni »)

Napoli-Capri, 26 maggio - 1 giugno 1991

Coordinamento scientifico: A. Beutelspacher (Università di
Giessen), F. Mazzocca (Università di Napoli), N. Melone
(Università di Napoli), D. Olanda (Università di Napoli),
G. Tallini (Università di Roma « La Sapienza »).

XXV
L'Istituto Italiano per gli Studi Filosofici, fondato da Gerardo Marotta, ha sede in Palazzo Serra di Cassano, via Monte di Dio 14, Napoli.


In questa collana vengono raccolti testi dei seminari di scienze organizzati dall'Istituto Italiano per gli Studi Filosofici.

1. E. Garin, L.A. Radicati di Brozolo, Considerazioni su Einstein
2. Luigi Auregemma, Recent studi su esperienze psichiche di morteni
3. Gaetano Benedetti, La schizofrenia
4. L.M. Khatatnikov, V. Belinski, Inflationary cosmology
5. AA.VV., Il pensiero matematico del XX secolo e l'opera di Renato Caccioppoli
6. David Gross, Unified Theories of Everything
7. Mauro Mancia, Memoria, costruzioni e ricostruzioni
8. James Tobin, Price Flexibility and Full Employment
10. P. Biller, J. Honerkamp, F. Petruccione, Stochastic Dynamical Systems
PETER BILLER, JOSEPH HONERKAMP, FRANCESCO PETRUCCIONE

Stochastic Dynamical Systems